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Preface

This survey deals with some aspects of the problem of reducibility for linear equations with
quasi-periodic coefficients. It is a compilation of results on this problem, some already classical
and some other more recent. Our motivation comes from the study of stability of quasi-periodic
motions and preservation of invariant tori in Hamiltonian mechanics (where the reducibility of
linear equations with quasi-periodic coefficients plays an important role), and this has influenced
much of the presentation.

The first chapter is an introduction to linear equations with quasi-periodic coefficients and
their reducibility. It settles notation that we will use along the survey and gives some motivations
for the study of reducibility, as well as a discussion of Floquet theory for periodic systems and
some results on the reducibility of linear scalar equations with quasi-periodic coefficients.

The second chapter is a survey of results on exponential dichotomy and a related spectrum
for linear skew-product flows. This theory applies to general quasi-periodic equations in any
dimension, and some results and definitions given there will be used in the following chapters. A
reducibility result is included.

The third chapter is the longest of the whole survey and it deals with Schrödinger equation
with quasi-periodic potential. It is divided into two parts. In the first one we study the classical
spectral theory of self-adjoint operators both in the general case and in the case of a quasi-
periodic potential. The ergodic invariants like the rotation number and the Lyapunov exponents
are discussed in relation with the spectral properties of the Schrödinger operator. The second part
is devoted to results on reducibility for this equation and some ideas about the proof, based on
KAM techniques, are presented. Finally, some attention is paid to results on non-reducibility for
this equation.

The fourth chapter tries to give an overview of the existing results on the reducibility of linear
equation with quasi-periodic coefficients in dimension greater than two. In the first part of the
chapter we study results on reducibility of general quasi-periodic equations, and in the second one
we focus on the case when the flow is defined on a compact group, more specifically SO(3,R),
because almost all of these systems can be shown to be reducible close to constant coefficients.
Finally we give some remarks on non-reducibility for these equations.

The survey is not intended to be exhaustive and it is certainly not original, neither in the
results that are stated, nor in the presentation that it is chosen. References to original articles
have been given when possible. There is lack of a proper exposition of the negative results on
reducibility together with the techniques that are used to prove them. Some results on effective
and almost reducibility of quasi-periodic systems should also be present in this survey.
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Chapter 1

Introduction. What is reducibility?

In this chapter we will introduce some basic theory on the problem of the reducibility of linear
equations with quasi-periodic coefficients. Here we will settle the notation that will be used along
the survey.

1.1 Linear equations with time-depending coefficients

The present work deals with linear equations with coefficients depending on time (on a way that
will be specified later on). This means that we will consider systems like the following one

x′(t) = A(t)x(t), (1.1)

where ′ stands for the derivative with respect to the time t, A(t) is a square matrix of dimension
n depending on time and the function x : I ⊂ R → R

n is the unknown. Under fairly general
conditions on the dependence of A with respect to time, which we will always assume to be fulfilled,
the system (1.1) is known to have a unique solution once an initial condition is imposed. That is,
for every (t0, x0) ∈ I × Rn fixed, there exists a unique function x(t; t0, x0) such that

x(t0; t0, x0) = x0

and
x′(t; t0, x0) = A(t)x(t; t0, x0), t ∈ I.

The linear character of equation (1.1) implies that the space of its solutions is a linear space of
dimension n. There exists a n-dimensional nonsingular matrix X(t; t0) for t, t0 ∈ I such that each
of its columns satisfies equation (1.1),

X ′(t; t0) = A(t)X(t; t0), (1.2)

with the initial condition
X(t0; t0) = Id,

the identity matrix. The time-dependent matrix X will be called fundamental solution or funda-
mental matrix of system (1.1) because, if x(t; t0, x0) is any solution of this system, then

x(t; t0, x0) = X(t; t0)x0.

The fundamental matrix contains all the relevant information of the solutions of a linear system.
In what follows we will always assume that the solutions are defined for all time, in our notation
I = R.
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The simplest example of linear systems are linear equations with constant coefficients

x′(t) = A x(t) (1.3)

where A is a constant matrix of dimension n. In this case, for any initial time t0, the fundamental
matrix is given by the exponentiation of the matrix (t− t0)A

X(t; t0) = exp ((t− t0)A) = Id+
∑
n≥1

(t− t0)n

n!
An,

so we have a complete knowledge of the solutions of the system.
Linear equations with time-dependent coefficients arise naturally in the classical problem of

the stability of solutions of non-linear differential equations. Indeed, consider the system

x′ = f(x) (1.4)

which we have considered autonomous (that is, the right-hand side of the equation does not depend
on time) for the sake of simplicity in the notation. Here x ∈ Rn and f : Rn → R

n is a function
which will be assumed to be smooth enough. Assume that we are able to compute a solution
x = x(t;x0) and we ask which is the variation of the solution of the non-linear equation (1.4)
when we move the initial conditions around x0. Consider, thus, the equation

∂

∂t
x(t; x̃) = f(x(t; x̃)) (1.5)

varying the initial condition x̃ in a neighbourhood of x0. If f is smooth enough, then the solutions
depend smoothly on the initial condition x̃ and this enables us to differentiate (1.5) with respect
to this initial condition

∂

∂x̃

(
∂

∂t
x(t; x̃)

)
=

∂

∂x̃
(f(x(t; x̃))) . (1.6)

Assuming again that the dependence is smooth enough, we can exchange the derivatives,
obtaining a non-linear time-dependent equation

∂

∂t

(
∂

∂x̃
x(t; x̃)

)
=

(
∂f

∂x̃
(x(t; x̃))

)(
∂

∂x̃
x(t; x̃)

)
(1.7)

which, evaluated for x̃ = x0 becomes a linear equation with time-dependent coefficients(
∂

∂x̃
x(t; x̃)

)′
|x̃=x0

=

(
∂f

∂x̃
(x(t;x0))

)(
∂

∂x̃
x(t; x̃)

)
|x̃=x0

. (1.8)

This is a linear equation with varying coefficients in the notations of (1.2) if we write

X(t) =

(
∂

∂x̃
x(t; x̃)

)
|x̃=x0

and

A(t) =

(
∂f

∂x̃
(x(t;x0))

)
.
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Figure 1.1: Left: Example of a periodic motion in R2 ( f(t) = (cos(3t
5 ), sin(t)),

therefore with period 10π). Right: Example of a quasi-periodic motion in R2

(f(t) =
(

cos
(√

5−1
2 t

)
, sin(t)

)
).

These are called the first order variational equations. As long as the function f is smooth
enough we can obtain the the variational equations of higher orders in a similar way.

If x0 is a fixed point for the non-linear system (1.4), then in the first order variational equations
(1.8) the matrix A is constant, and from these equations describe how the flow defined by (1.4)
sends infinitesimal variations of the initial conditions for fixed time. If the orbit is periodic, then
the corresponding variational equations are periodic.

For Hamiltonian dynamical systems (see [2], [63] or [19] for an introduction), most of the stable
motions are quasi-periodic and from the properties of the variational equations that they define we
can explore the phase structure of the system around these orbits. Our main motivation will be,
therefore, to give tools to study the behaviour of linear equations with quasi-periodic coefficients.
In the following sections we make the statements in this paragraph a bit more precise.

1.2 Quasi-periodic motions and quasi-periodic functions

Let us begin with one example of quasi-periodic motions. Consider a mechanical system consisting
of d punctual masses (normalized to be one) attached with d different springs to the origin. The
motion on each spring is assumed to follow Hooke’s law, so that if (x1, . . . , xd) are the positions
of the d different springs with respect to the origin, then the following d equations are satisfied

xk
′′ + ω2

kxk = 0, k = 1, . . . , d,

where ωk are the constants associated to each spring. These equations can be solved in terms of
trigonometric functions:

xk(t) = xk(0) cos(ωkt) +
1

ωk
xk
′(0) sin(ωkt), k = 1, . . . , d.

Note that the motion of each spring is periodic, and it has period 2π/ωk, but the motion of
x = (x1, . . . , xd) ∈ Rd is not periodic unless all of the frequencies ωk are integer multiples of a
fixed frequency. This kind of motion will receive the name of quasi-periodic motion (see figure
1.1), and leads very naturally to the definition of quasi-periodic functions:
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Definition 1.2.1 Let f : R → R be a function. We shall say that f is quasi-periodic whenever
there exist real constants ω1, . . . , ωd and a continuous function F : Rd → R, 2π-periodic in each
variable such that

f(t) = F (ω1 · t, . . . , ωd · t), t ∈ R.

The constants ω1, . . . , ωd are called the basic frequencies of f and we will call F the lift of f .

Remark 1.2.2 From now on we will denote by T the quotient space T = R/(2πZ), so in the
above notations we will write F : Td → R. The elements of Td will be called angles and they will
be denoted by θ or φ.

Remark 1.2.3 Note that without imposing extra conditions on the frequency vector ω neither the
frequency ω nor the lift of a quasi-periodic function are uniquely determined. Indeed, consider the
following example

f(t) = cos(t) + cos(2t).

Then we can write
f(t) = F (t, 2t),

where
F (θ1, θ2) = cos(θ1) + cos(θ2),

but also, using trigonometric relations

f(t) = G(t),

where
G(θ) = cos(θ) + 2 cos2(θ)− 1.

The reason for this is that we must impose that the components of the frequency vector are ratio-
nally independent. This will be assumed in the sequel. With this hypothesis all possible choices of
basic frequencies have the same number of components.

Remark 1.2.4 The continuity of the lift is necessary, because otherwise all functions are quasi-
periodic. A weaker condition for F like L2(Td) gives also problems, because the lift can be defined
to coincide with f(t) along the trajectory ωt on Td (which is a set of zero measure) and to be zero
outside this trajectory.

We can also produce many quasi-periodic functions having the same frequency vector than
another quasi-periodic function. Indeed, fixed F : Td → R and ω ∈ Rd, for each φ ∈ Td (which
we will refer as initial phase) we consider

fφ(t) = F (ωt+ φ).

In general, we will assume that the initial phase is zero, because changing the lift we can get this.
As we have seen, the useful notion of regularity for a quasi-periodic function has more to do

with the lift than with the quasi-periodic function itself. In fact, in the third chapter we will
give an example of a quasi-periodic function f which is analytic, but whose lift F to Td is only
continuous. As a general rule, the regularity properties (continuity, Cr character, analyticity) will
refer to the lift of the quasi-periodic function.
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Real analytic functions F : Td → R deserve a special attention. As F , considered as a function
defined on Rd, is real analytic, at any point x ∈ Rd, there exists a complex neighbourhood Ux ⊂ Cd
such that F can be extended to an analytic function on Ux. As this can be done for all x ∈ Rd
and the function F is periodic in all the components, these neighbourhoods can be made uniform:
there exists a positive value ρ such that F is analytic in the complex set defined by the condition

|Im x| < ρ,

where Im z denotes the imaginary part of a complex number z. By obvious reasons, the above
set is called analyticity strip and the number ρ width of the analyticity strip.

Quasi-periodic functions are a generalization of periodic functions (the latter correspond to
the case with one frequency) so it is natural to look for an analog of the Fourier series for quasi-
periodic functions. This is achieved resorting again to the lift F : Td → R of the quasi-periodic
function f with frequency ω. At a formal level, we can associate a Fourier series with d angular
variables to F. This series is ∑

k∈Zd
F̂k exp(i〈k, θ〉), (1.9)

where k = (k1, . . . , kd) is called a multi-integer or multi-index, and 〈·, ·〉 denotes the scalar product
for vectors in Rd

〈u, v〉 =
d∑
j=1

uj · vj.

As it happens when d = 1, the regularity properties of F impose a certain rate of convergence of
the above sum, so that it is not only formal. The coefficients F̂k are the Fourier coefficients of F
and they can be computed via the formula

F̂k =
1

(2π)d

∫
Td

F (θ) exp(−i〈k, θ〉)dθ,

where the integration is taken with respect to the Lebesgue measure on the torus. The first Fourier
coefficient F̂0 has a special meaning and it is called the average of F . It satisfies the following
property: if the function F : Td → R is continuous (or just Riemann integrable) then, for any
frequency vector ω ∈ Rd, which we again assume to be rationally independent, and initial phase
φ, the limit

lim
T→∞

1

T

∫ T

0

F (ωt+ φ)dt

exists and agrees with the average of F . This value will be usually denoted by [f ].
This result (called the theorem on averages for quasi-periodic functions) suggests that, for a

quasi-periodic function f with lift F , we can obtain the Fourier coefficients of F only knowing that
f is a quasi-periodic function which has frequency ω and initial phase φ ∈ Td. It also suggests that
these Fourier coefficients have a meaning for the quasi-periodic function. The latter is immediate,
because if f(t) = F (ωt + φ) and if the Fourier series (1.9) converges uniformly to F (this can be
granted if F is smooth enough), then we can write

f(t) = F (ωt+ φ) =
∑
k∈Zd

F̂k exp(i〈k, ωt+ φ〉).
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To obtain the Fourier coefficients of F from f we only have to apply the theorem on averages
stated in the previous paragraph to conclude that

lim
T→∞

1

T

∫ T

0

f(t) exp(−i〈k, ωt+ φ〉)dt = F̂k.

Note that we can recover the Fourier coefficients of F from f if we know the frequencies. The
problem of determining the Fourier coefficients and the frequencies of a quasi-periodic function
only from a knowledge of f is not so trivial, but very interesting for the applications (see [58],
[59], [35] and references therein).

1.3 Linear equations with quasi-periodic coefficients and

reducibility

We have already given some motivations to study equations of the type

x′ = A(t)x, (1.10)

where x ∈ Rn and A(t) is a matrix depending quasi-periodically on time. This means that there
exists a frequency vector ω ∈ Rd and a lift of A, which we will denote as Ã, such that

A(t) = Ã(ωt),

and Ã is defined on the d-dimensional torus Td. The quasi-periodicity of A makes it possible to
lift the equation (1.10) to a system of linear equations on Rn × Td simply writing

x′ = Ã(θ)x, θ′ = ω, (1.11)

where the equation (1.10) is obtained when the initial value for θ is zero. It will turn out that for
most properties of the quasi-periodic equation (1.10) we will have to resort to the lifted system
(1.11).

There is a useful formalism to study linear equations with quasi-periodic coefficients. Note that
the fundamental matrix belongs always to the group GL(n,R) of linear invertible transformations
from R

n to itself. This means that the matrix generating the differential equation, in our notations
A(t), belongs to the infinitesimal Lie algebra gl(n,R), of linear transformations of Rn to itself.
See, for instance, [71] or any textbook on differential geometry, for an exposition of Lie groups
and Lie algebras. Now we can consider the matrix equation for (1.11), so that the lifted system
becomes

X ′ = Ã(θ)X, θ′ = ω, (1.12)

where X(t) ∈ GL(n,R) and A(t) ∈ gl(n,R), so that the pair (X, θ) belongs to GL(n,R)× Td.

Remark 1.3.1 The same construction can be done if G ⊂ GL(n,R) is a certain Lie subgroup
(for instance SL(n,R) or SO(n,R), see [71]).

Remark 1.3.2 Although we will mainly focus on the properties of linear equations with quasi-
periodic coefficients in R, it is clear that all the above construction can be performed to deal with
the case of complex coefficients.
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Thus a natural question arises: which tools have to be used to describe the behaviour of linear
equations with quasi-periodic coefficients ?

So far, we have only given one example of linear equation with quasi-periodic coefficients,
which is the trivial case of a linear equation whose matrix does not depend on time. In that case,
both the qualitative and the quantitative behaviour of the system could be obtained, because we
could directly integrate the system. One would like to have always such a strong knowledge of
the properties of the solutions of a linear equation with quasi-periodic coefficients, but this seems
difficult if we cannot integrate the system of equations (which is the usual situation). Therefore,
we would like to know which are the systems whose qualitative behaviour can be reduced to the
behaviour of a system with constant coefficients.

In more precise terms this reduction can be expressed in the following way

Definition 1.3.3 An equation (1.10) is said to be ( Lyapunov-Perron) reducible whenever there
exists a linear time-varying change of variables

x = Z(t)y,

called Lyapunov-Perron transformation, such that it is non-singular for all t ∈ R, Z, Z−1 and Z ′

are bounded in R, and which transforms the system into an equation like

y′ = By,

where B is a constant matrix.

This notion is also valid for general linear systems like (1.1), and it implies that, whenever
such a system is Lyapunov-Perron reducible to a constant coefficients system like (1.3), then many
properties of the original system (such as the growth of the solutions or their boundness) are the
same as those of the reduced system with constant coefficients.

Lyapunov-Perron reducibility, without requiring additional conditions on the transformation,
is not fine enough to study linear equations with quasi-periodic coefficients, because the rotational
behaviour is not taken into account. For instance, if all the solutions of (1.10) and its derivatives
are bounded, then the system is Lyapunov-Perron reducible and any two such systems can be
reduced to the same system with constant coefficients. Therefore additional conditions must be
imposed.

For the rest of the survey, reducibility will mean Lyapunov-Perron reducibility to constant co-
efficients by means of a quasi-periodic transformation. We shall usually impose that the minimum
number of basic frequencies of the transformation is the same that for the original system, but not
in general that the basic frequencies are the same. The two following examples of linear equations
with quasi-periodic coefficients together with the discussion of their reducibility problems will,
hopefully, make subsequent discussion clearer.

1.4 Example 1: One frequency and many dimensions. Flo-

quet theory for periodic systems

In this section we will deal with linear equations with quasi-periodic coefficients having only one
frequency, in the previous notation d = 1. Therefore, our linear equation will be periodic and, in
this case, the easy arguments of Floquet theory will guarantee reducibility.
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Indeed, consider the equation

x′ = A(t)x, (1.13)

where x ∈ Rn and A is a matrix depending periodically on time with period T . This means that
A(t + T ) = A(t) for all t ∈ R. Let X(t) be a fundamental matrix for the periodic system (1.13)
being the identity at t = 0, and consider the map P = X(T ) (which due to the periodicity, is an
endomorphism of Rd, called the Poincaré map for the system (1.13)).

Let B be a matrix satisfying that

P = X(T ) = exp(TB).

Such a matrix can be always found if we don’t require B to be real (if P has negative eigenvalues,
then B must necessarily be complex). We shall call B a Floquet matrix of (1.13). Floquet matrices
for a periodic system are not uniquely determined.

Then, it is satisfied that

XT (t) = X(t+ T ) = X(t) exp(TB), (1.14)

for all real t. Indeed, the equality is true for t = 0, and XT satisfies the differential equation

XT
′(t) = A(t+ T )X(t+ T ) = A(t)XT (t)

so it is a fundamental solution for (1.13). Therefore the identity (1.14) holds for all t. To construct
the reduction transformation, let

Z(t) = X(t) exp(−tB).

This is a periodic transformation with period T

Z(t+ T ) = X(t+ T ) exp(−(t+ T )B) =

= X(t) exp(TB) exp(−TB) exp(−tB) = X(t) exp(−tB) = Z(t)

which, by means of the change of variables x = Z(t)y, reduces the system to

y′ = By.

Remark 1.4.1 If we want the reduced matrix (the Floquet matrix) to be real, then the reducing
transformation cannot be always T -periodic but just 2T -periodic, because

X(2T ) = X(T )2

and for a matrix of this form (the square of a non-singular matrix) there exists always a real
logarithm. This phenomenon of period-doubling happens in general quasi-periodic equations. We
need to impose that the frequency vector of the reducing transformation is ω/χg (where χg is a
certain integer depending on the Lie algebra g where the equation takes place) instead of ω if we
don’t want to complexify the system.

We have thus proved
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Theorem 1.4.2 (Floquet’s theorem) Let equation (1.13) be periodic with period T . Then there
exists a 2T -periodic change of variables x = Z(t)y and a real constant matrix B such that

y′ = By.

That is, all periodic systems are reducible by means of a periodic transformation with double
the period of the original equation.

Remark 1.4.3 As we have seen, the Floquet matrix of a periodic system is not uniquely deter-
mined (because the exponential is not one-to-one). In practical situations, however, it can be
useful to impose extra conditions so that it is uniquely determined. For instance, it can be chosen
to minimize a certain norm or, if the system depends on external parameters, to be continuous on
these parameters. All these choices depend on the properties of our system.

Remark 1.4.4 From the proof of Floquet’s theorem, we get a representation of a fundamental
solution as

X(t) = Z(t) exp(Bt),

where Z is a 2T -periodic matrix and B is a constant matrix. This is called a Floquet representation
of the solutions of (1.13) and can be extended to general quasi-periodic equations. We shall say
that the quasi-periodic system (1.10) admits a Floquet representation, whenever there exists a
fundamental matrix X(t), a quasi-periodic matrix Z(t) with frequency vector ω/2 and a constant
matrix B such that

X(t) = Z(t) exp(tB).

If we want to consider Floquet representations for the lifted system (which, recall, represents a
family of quasi-periodic linear equations parameterized by the phase φ), then we write

X(t;φ) = Z̃
(ω

2
t+ φ

)
exp(tB)Z̃(φ)−1,

where Z̃ is the lift of the quasi-periodic function Z. This last representation is equivalent to the
fulfillment of the following equation for Z,

∂ω
2
Z̃(θ) = Ã(θ)Z̃(θ)− Z̃(θ)B, θ ∈ Td, (1.15)

where ∂ω· = 〈∇θ·, ω〉. An equation of this type is called homological equation and will be often
found along this survey.

1.5 Example 2: Many frequencies and one dimension.

Small divisor problems

We have seen that periodic linear equations are reducible, and the reason is that the flow is exactly
the same after the period. When we have more than two frequencies, the flow is never the same
for any shift of time, but it gets closer and closer to previous values. In view of the previous
section one could think that this recurrence of the flow is enough to prove reducibility. We will
see in this section that this is not so easy by means of a simple example.

Among linear equations with quasi-periodic coefficients and more than two frequencies the
simplest are scalar equations, in our notations x(t) ∈ R,

x′(t) = a(t)x(t), (1.16)
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where a : R → R is a quasi-periodic function with d frequencies. This equation can be directly
integrated, but as we want to illustrate the reducibility problem, we proceed in a more qualitative
way.

To render equation (1.16) to constant coefficients we merely have to set

z(t) = exp(g(t)),

where

g(t) =

∫ t

0

(a(s)− [a]) ds, (1.17)

and [a] is the average of the quasi-periodic function a. Indeed, if x = z(t)y, then

y′ = a(t)x exp(−g(t))− x exp(g(t))g′(t) = (a(t)− a(t) + [a]) y,

so the transformed system is
y′ = [a]y.

One may think that the addition of the term −[a] in the integrand of (1.17) is quite artificial.
However, we haven’t yet checked whether the transformation defined by z is quasi-periodic or not.
This is equivalent to see whether g is quasi-periodic or not. That the addition of the average is
necessary is clear from the theorem on averages, because, as

lim
t→∞

1

t

∫ t

0

a(s)ds = [a],

if we replace [a] by any other constant in (1.17) the function is unbounded and, therefore, not
quasi-periodic. Note that g satisfies the equation

g′(t) = a(t)− [a], (1.18)

so if g has to be quasi-periodic (with a certain regularity), then it can be written by means of the
Fourier series of the lift g̃,

g(t) = g̃(ωt+ φ) =
∑
k∈Zd

g̃k exp(i〈k, ωt+ φ〉)

and also a has such an expression

a(t) = ã(ωt+ φ) =
∑
k∈Zd

ãk exp(i〈k, ωt+ φ〉).

With these definitions, we can lift equation (1.18) to Td, with

∂ωg̃(θ) = ã(θ)− [a], (1.19)

for all θ ∈ Td. Note that
∂ωg̃(θ) =

∑
k∈Zd

g̃k(i〈k, ω〉) exp(i〈k, θ〉),

so the formal solution of the homological equation (1.19) in terms of the Fourier coefficients is
given by

g̃k = −i ãk

〈k, ω〉
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for k ∈ Zd different from zero and
g̃0 = 0,

provided none of the quotients 〈k, ω〉 vanishes. If there is a non-trivial multi-integer k ∈ Zd, such
that

〈k, ω〉 = 0

then we shall say that the frequency vector ω is resonant. In this case the expression 〈k, ω〉 = 0
is called a resonance and the value

|k| = |k1|+ · · ·+ |kd|

is called the order of the resonance. If we assume the frequency vector to be rationally independent,
then no resonances occur but, is non-resonance enough to prove that the function g is quasi-
periodic or do we need to impose additional conditions?

Recall that, up to now, we have only solved formally the homological equation (1.19). If we
want to prove that g is actually quasi-periodic we will have to check that the coefficients (gk)k∈Zd

are the Fourier coefficients of a smooth enough function. This is not immediate, because we need
to know the asymptotic behaviour of the Fourier coefficients of ã and of the quotients 1/〈k, ω〉. A
problem of this type is called a small divisors problem, for obvious reasons. So far we have been
quite loose in the smoothness properties, but now we will have to be more accurate.

Assume that ã is of class Cr(Td), where r can be a finite number (satisfying a certain lower
bound that we will give in a moment) or ∞. We know that writing

Dα =

{
f ∈ L2(Td); sup

k∈Zd
|k|α|fk| < +∞

}
,

then
Dr+d+1 ⊂ Cr(Td) ⊂ Dr.

The analytic case is treated considering

Aρ =

{
f ∈ L2(Td); sup

k∈Zd
exp(ρ|k|)|fk| < +∞

}
.

The value ρ appearing in the definition of the set Aρ is the width of the analyticity strip that we
are considering, so functions in this set are analytic in the set |Im θ| < ρ.

To measure the quotients which appear in the definition of gk we shall impose that the frequency
vector ω is not too close to resonances. Of course that we cannot expect that the quotients

1

〈k, ω〉

are uniformly bounded for k ∈ Zd, because the values 〈k, ω〉, for k ∈ Zd are dense in R (provided
that at least two components of ω are rationally independent). We shall only impose that these
quotients can be controlled by powers of |k| = |k1| + · · · + |kd|. This is called a Diophantine
condition on ω: we will assume that there exist positive constants κ and τ such that

|〈k, ω〉| ≥ κ

|k|τ
, (1.20)

for all k ∈ Zd, k 6= 0. It can be shown that almost all frequency vectors ω ∈ Rd (with respect to
the Lebesgue measure) satisfy some Diophantine condition with suitable positive constants κ and
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τ (for which one has always the lower bound τ ≥ d−1). On the other hand, the set of frequencies
in Rd which do not satisfy any Diophantine condition is dense and open. Sometimes we will write
the set of frequency vectors satisfying a Diophantine condition (1.20) with constants κ and τ as
DC(κ, τ).

Assume now that ã ∈ Cr(Td) and that ω ∈ DC(κ, τ). Then, we know that ã ∈ Dr, so that

sup
|k|>0

|g̃k| = sup
|k|>0

|ãk|
|〈k, ω〉|

≤ sup
|k|>0

C1κ|k|r

|k|τ
,

so g̃ ∈ Dr−τ . This implies that, whenever ã ∈ Cr(Td), with r ≥ τ + d + 1, and ω ∈ DC(κ, τ), g
is quasi-periodic and its lift if of class Cr−1−τ−d(Td). If ã is analytic, then we can proceed in the
same way, but using the sets Aρ instead of Dr and reducing ρ instead of r, which means reducing
the domain of analyticity.

We have therefore shown that, even in the simple case of one-dimensional linear equations with
quasi-periodic coefficients, the question of reducibility is not trivial. In fact, for general quasi-
periodic functions (whose lift is not smooth, for instance), the series (gk)k may diverge, thereby
obstructing reducibility.

Remark 1.5.1 Note that the reducibility of linear scalar equations with quasi-periodic coefficients,
under appropriate smoothness hypothesis on the lift and Diophantine conditions on ω applies also
to the reducibility of diagonal systems with quasi-periodic coefficients.

Remark 1.5.2 For equations having more dimensions, the terms of the homological equation
(1.15) do not commute between them, so we cannot solve the equation directly. This is also related
to the fact that, when dimension grows, there appear more frequencies in the system, which are
called internal frequencies of the system (in opposition to the external frequencies ω), and that
can be resonant with the external frequencies and between them. These frequencies are not known
a priori, but if the system is reducible, they are related to the imaginary parts of the reduced
(Floquet) matrix.
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Chapter 2

Reducibility through the Sacker-Sell
spectrum

This chapter is devoted to the theory developed by Johnson, Sacker and Sell to study systems of
linear differential equations with quasi-periodic coefficients. The idea is to introduce a spectral
theory valid for a large variety of linear differential systems and that generalizes many concepts
from the theory of linear equations with constant coefficients.

The spectral invariants provided by this theory can be used to grant reducibility of some linear
systems. The disadvantages are, however, that it can be difficult to check the assumptions on the
spectrum and that they do not cover all reducible systems. On the other hand these methods are
not perturbative, but rather topological, so we can deal with the ’far-from-constant’ case.

The present chapter is divided into two parts. The first one introduces the basic objects that
we shall use for the presentation of the Sacker-Sell spectrum, in a slightly more general context,
which will be useful in the next chapters and are of interest for their own sake. In the second
section we introduce the Sacker-Sell spectrum, together with some of its basic properties. We
mainly focus on the case of linear equations with quasi-periodic coefficients discussing the relation
of the mentioned spectrum with Lyapunov characteristic numbers and the reducibility of these
equations.

This chapter includes some definitions and concepts that will be useful in the rest of the
present survey. In the following chapters we will make free use of the concepts of flows, vector
bundles, exponential dichotomy, stable and unstable bundles, Lyapunov exponents and Sacker-Sell
spectrum.

2.1 Linear skew-product flows and vector bundles

In this first section we will introduce some geometrical objects that arise naturally when study-
ing linear equations with quasi-periodic coefficients. Once a linear equation with quasi-periodic
coefficients is fixed,

x′ = A(t)x, (2.1)

it is natural to consider its lift to Td

x′ = Ã(θ)x, θ′ = ω (2.2)

so that it now takes place in Rn × Td if x ∈ Rn and d is the number of frequencies of the quasi-
periodic matrix A with frequency vector ω. The goal of this section is to put these equations in
a suitable geometrical framework.
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From now on X will represent both Rn or Cn, depending on the context, furnished with an
Euclidean inner product, 〈·, ·〉, and the corresponding norm | · |.

Definition 2.1.1 A flow on Z is a triple (Z,R,Φ), being Z a topological space, where

Φ : R× Z −→ Z
(t; z) 7→ Φ(t; z)

is a continuous map such that

(i) Φ(0; z) = z, for all z ∈ Z.

(ii) Φ(t+ s; z) = Φ(s; Φ(t; z)), for all z ∈ Z, t, s ∈ R. Zφ will also be written as Z(φ).

Remark 2.1.2 Many of these definitions can also be applied to discrete flows, that is, when the
time is Z instead of R (see [78]). The discrete analogue of the continuous flow (2.2) is given by
the following map of Rn × Td to itself

x̄ = Ã(θ)x, θ̄ = θ + 2πω.

The natural scenario when dealing with linear equations with quasi-periodic coefficients will
be the following

Definition 2.1.3 By a vector bundle Z with base Ω and projection π we mean that

(i) Z and Ω are Hausdorff spaces and π : Z → Ω is an exhaustive and continuous mapping.

(ii) For each φ ∈ Ω the set Zφ := π−1(φ), which will be called a fiber (or, more concretely, the
fiber over φ), is a vector space.

(iii) For each φ ∈ Ω, there is an open neighbourhood U ⊂ Ω of φ, a finite-dimensional vector
space X and a homeomorphism

τ : π−1(U)→ X × U

that maps elements in the same fiber Zη to elements in X × U with the second component
equal to η and for η fixed it acts over Zη as a linear isomorphism.

Remark 2.1.4 As a consequence of the definition and by continuity, the function φ 7→ dimZφ is
constant on any connected component of Ω.

Remark 2.1.5 Definition (2.1.3) is a precise formulation of ’a bundle is locally the product of
the base times a vector space, and these vector spaces are locally isomorphic’.

Remark 2.1.6 As a vector bundle is locally a product of a finite-dimensional vector space times
the base, we shall use the notation (x, φ) to refer to elements in Z, where φ is a point in the base
space Ω and x ∈ Zφ = π−1(φ). Thus x is a vector. This motivates a definition.
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Figure 2.1: Example of two bundles: the cylinder (left) and the Möbius band
(right).

Definition 2.1.7 If V ⊂ Z is a subset (with no additional structure) of a vector bundle Z and if
φ is in Ω, we define the fiber Vφ as

Vφ = V (φ) = {x ∈ Zφ; (x, φ) ∈ V }

and more generally, for a certain subset, N ⊂ Ω,

V (N) = {x ∈ Zφ; (x, φ) ∈ V, φ ∈ N} .

We now formulate the natural notion of a subbundle of a given bundle.

Definition 2.1.8 Let (Z,Ω, π) be a vector bundle as above. A subset V ⊂ Z is said to be a
(continuous) subbundle of Z if, and only if, V is a closed set in Z with the following two properties:

(i) For each φ in Ω, the fiber V (φ) is a linear subspace of Zφ.

(ii) The function φ ∈ Ω 7→ dimV (φ) is constant on each connected component of Ω.

The following properties of subbundles are quite natural and can be found in [78],

Proposition 2.1.9 ([78]) (i) If V is a subbundle of Z, then the linear subspaces V (φ) vary
continuously with φ ∈ Ω.

(ii) A subbundle V ⊂ Z is itself a vector bundle with base Ω and projection π|V .

We now come to a characterization of the kind of flows that we will be interested in. As we
will see, all flows defined by linear equations with quasi-periodic coefficients can be included in
this category.

Definition 2.1.10 Let Z be a vector bundle with compact Hausdorff base Ω and projection π :
Z → Ω. A (real or complex) flow on Z, (Z,Φ) is said to be a linear skew-product flow, (LSPF),
if it can be represented in the form

Φ (t; (x, φ)) = (ϕ(t; (x, φ), σ(t;φ))

such that
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(i) σ : Ω× R→ Ω is a flow on Ω.

(ii) The map
Zφ −→ Zσ(t;φ)

x 7→ ϕ (t; (x, φ))

is linear, that is, there exists a square matrix of dimension n, depending only on t and φ
such that

ϕ (t; (x, φ)) = M(t;φ)x, x ∈ Zφ

Proposition 2.1.11 ([78]) (i) M(t;φ) : Zφ → Zσ(t;φ) is non-singular. Moreover

M (t;φ)−1 = M (−t;σ(t;φ))

for all t ∈ R and φ ∈ Td.

(ii) dimZφ = dimZσ(t;φ) for all t ∈ R and φ ∈ Td.

Example: Linear equations with quasi-periodic coefficients. Before going into more defi-
nitions and properties, we want to apply all these concepts to the case which interests us.

To this end recall that we are dealing with homogeneous equations of the type

x′ = A(t)x, (2.3)

where x ∈ Rn, A : R → L(Rn) is such that there exists a (continuous at least) lifting Ã : Td →
L(Rn) and a frequency vector ω ∈ Rd satisfying that A(t) = Ã(ωt) for all t ∈ R. Therefore, we can
consider equation (2.3) depending on each initial phase φ ∈ Td as we did in the previous chapter

x′(t) = Ã(ωt+ φ)x(t). (2.4)

Our vector bundle will be Z = R
n × Td, the base space Ω = T

d (which is a compact Hausdorff
space) with the obvious projection π : Rn×Td → T

d on the second component. Now Z is globally
the product of an Euclidean vector space Rn times the compact Hausdorff base Ω = Td and hence
a vector bundle.

Let us now define our linear skew-periodic flow on Z. Let ϕ(t; (x, φ)) denote the solution of
equation (2.4) with initial condition x, evaluated at time t. We now define the map

Φ :
(
R
n × Td

)
× R −→ R

n × Td
((x, φ), t) 7→ (ϕ (t; (x, φ)) , φ+ ωt)

(2.5)

which is a linear skew-product flow because (φ, t) 7→ φ+ ωt is a flow on Td and, for fixed t and φ,
the mapping x 7→ ϕ (t; (x, φ)) is linear. Indeed, as (2.4) is a linear ordinary differential equation,
there exists a fundamental matrix, M(t;φ), depending on t and φ, which is non-singular and of
dimension n, with M(0; ·) = Id. This fundamental matrix satisfies that

ϕ (t; (x, φ)) = M(t;φ)x.

If the mapping (t;φ) 7→ M(t, φ) ∈ GL(Rn) takes values on some subgroup of G ⊂ GL(Rn)
(such as SL(n,R), SO(3), Sp(n), ...) we shall say that it is a linear skew-product flow defined on
G.
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We now want to study a bit more the objects that we have just introduced and especially their
dynamical meaning. To do this we first consider a trivial example.

Consider the equation on R2

x′ = Λx,

where Λ is a 2×2 diagonal matrix having only λ1 and λ2 (with λ1 < 0 < λ2) as diagonal elements.
Then a fundamental matrix is (

eλ1t 0
0 eλ2t

)
.

From this fundamental matrix we observe that the vector spaces

W s = {(x, 0);x ∈ R}

and
W u = {(0, y); y ∈ R}

are invariant under the above flow and that initial conditions on these vector spaces tend to the
origin when t → +∞ (for W s) or t → −∞ (for W u). Moreover these two subspaces generate all
R

2,
R

2 = W s ⊕W u.

We now want to extend these dynamical notions to general linear skew-product flows.

Definition 2.1.12 Let Z be a vector bundle and Φ a flow on it. We shall say that V ⊂ Z is an
invariant subbundle of Z if it is a subbundle of Z and Φ(t;V ) = V for all t ∈ R.

In the case of linear equations with quasi-periodic coefficients, the set {0} × Td is always an
invariant subbundle.

The following definition will be of importance in the sequel. It generalizes the direct sum of
linear subspaces to vector bundles. The definition is quite natural,

Definition 2.1.13 Let V1, . . . , Vp ⊂ Z be subbundles of Z and let N ⊂ Ω be a subset. If, for all
φ ∈ N , V1(φ)⊕ · · · ⊕ Vp(φ) = Zφ, we shall write this as

Z(N) = V1(N)⊕ · · · ⊕ Vp(N) (Whitney sum)

and, if N = Ω, we shall simply write

Z = V1 ⊕ · · · ⊕ Vp (Whitney sum).

For instance, for linear equations with constant coefficients, let E1, . . . , Ep be the generalized
eigenspaces of the constant matrix A. Then the subsets of Z, defined as Vi = Ei×Td are invariant
subbundles, because the solutions of (2.4) are precisely x(t;φ) = exp(tA)x(0), and the generalized
eigenspaces of A and exp(tA) for all t are the same. Hence we have a decomposition

Z = V1 ⊕ · · · ⊕ Vp (Whitney sum).

Note that in this example, all these invariant subbundles are themselves a direct product. By
Floquet theory the same example can be extended to linear equations with periodic coefficients.

Definition 2.1.14 Let Z be a bundle with base Ω and projection π. A projector on Z is defined
to be a continuous mapping

P : Z −→ Z

such that
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(i) It maps each fiber Zφ (φ ∈ Ω) into itself.

(ii) For each φ ∈ Ω, P (·, φ) is a projection on Zφ.

That is, a projector can be written as

P (x, φ) = (P̂ (φ)x, φ)

where P is jointly continuous in x and φ and P̂ (φ)2 = P̂ (φ) for all φ ∈ Ω. Given a projector as
above, it is natural to define its range as the set

R = {(x, φ) ∈ Z; P (x, φ) = (x, φ)}

and its null space as
N = {(x, φ) ∈ Z; P (x, φ) = (0, φ)}

The following proposition confirms the naturality of such objects:

Proposition 2.1.15 ([78]) Let P : Z → Z be a projection on a vector bundle, as above. Then
the following properties hold:

(i) The sets R and N are subbundles of Z and they are complementary, that is,

R⊕N = Z (Whitney sum)

(ii) Given any two complementary subbundles V1 and V2, there is a unique projector such that
its range is V1 and its null space V2.

This proposition says that the notions of complementary subbundles and projectors are clearly
equivalent. This will prove useful in the following important definition, which refers to certain
behaviours that are feasible in the kind of dynamical systems that we are dealing with. It is
the generalization of the kind of behaviour that we observed in the previous example of a linear
equation with constant coefficients.

Definition 2.1.16 Let N be a subset of the base space Ω of a vector bundle (Z,Ω, π). We shall
say that a LSPF Φ ( where Φ(t;x, φ) = (M(t;φ)x, σ(t;φ)) ) defined on Z admits an exponential
dichotomy over N if there is a projector

P : Z(N) −→ Z(N)

and positive constants K and α such that the following inequalities hold∣∣M(t;φ)P (φ)M−1(s;φ)
∣∣ ≤ Ke−α(t−s), s ≤ t∣∣M(t;φ) (I − P (φ))M−1(s;φ)
∣∣ ≤ Ke−α(s−t), s ≥ t

for all φ ∈ N . If N is all Z, we shall simply say that Φ admits an exponential dichotomy.

By the above equivalence between projectors and complementary invariant subbundles, there is
an equivalent formulation of the concept of exponential dichotomy using complementary invariant
subbundles.
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Example 2.1.17 Assume that we have a LSPF Φ on Z. For each λ ∈ R, we can define another
flow Φλ on Z by

Φλ(t;x, φ) =
(
e−λtM(t;φ)x, σ(t;φ)

)
which is also a LSPF on Z. Furthermore, the sets

Bλ =

{
(x, φ) ∈ Z; sup

t∈R

∣∣e−λtM(t;φ)x
∣∣ <∞}

Sλ =

{
(x, φ) ∈ Z; lim

t→+∞

∣∣e−λtM(t;φ)x
∣∣ = 0

}
Uλ =

{
(x, φ) ∈ Z; lim

t→−∞

∣∣e−λtM(t;φ)x
∣∣ = 0

}
are clearly invariant subsets of Z under both the flows Φλ and Φ. For every fixed φ ∈ Ω, the fibers
Bλ(φ), Sλ(φ) and Uλ(φ) are linear subspaces of Zφ and for µ ≤ λ we have the inclusions Sµ ⊂ Sλ
and Uλ ⊂ Uµ.

The question of whether Sλ and Uλ are complementary invariant subbundles under Φλ or not is
one of the motivations to introduce the Sacker-Sell spectrum, which will be done in the following
section.

2.2 The Sacker-Sell spectrum

We first formulate the main tool for reducibility that we shall use in the present chapter.

Definition 2.2.1 Let Φλ be a LSPF on (Z,Ω, π), a vector bundle, and assume that Ω is a compact
Hausdorff space. Consider, for all λ ∈ R, the flow Φλ (defined in the previous section). For all
φ ∈ Ω, we define the resolvent of Φ at φ, ρ(φ,Φ), as

ρ(φ,Φ) = {λ ∈ R; Φλ admits an exponential dichotomy over {φ}}

and its spectrum at φ as Σ(φ,Φ) = R− ρ(φ,Φ). In general, we call the resolvent of Φ, ρ(Φ), by

ρ = ρ(Φ) =
⋂
φ∈Ω

ρ(φ,Φ)

and the Sacker-Sell spectrum of Φ by its complementary over R.

Example 2.2.2 According to the definition above, λ is in the resolvent set of the equation

x′ = Ã(ωt+ φ)x

if, and only if, the shifted equation

x′ =
(
Ã(ωt+ φ)− λI

)
x

admits exponential dichotomy.

The following proposition supplies us with basic properties of the spectrum defined above.
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Proposition 2.2.3 ([78]) (i) If Φλ admits an exponential dichotomy over φ ∈ Ω, then Φλ

admits an exponential dichotomy over the hull of φ in Ω, defined as the following subset of
Ω

H(φ) = {σ(t;φ); t ∈ R}

(ii) As a consequence,
Σ(φ) = Σ(H(φ))

for all φ ∈ Ω. In particular, if H(φ) = Ω for all φ ∈ Ω (that is, if the flow is minimal), then
Σ = Σ(φ) does not depend on the chosen φ.

The definition of the hull leads us to another important definition. A subset N of Ω is said to
be minimal with respect to the flow Φ if H(N) = Ω. In general, the flow is said to be minimal
whenever H({φ}) = Ω, for all φ ∈ Ω.

Example 2.2.4 Consider the above example of a flow induced by a linear equation with quasi-
periodic coefficients. Let ω be the frequency vector. If there are s components of the vector which
are rationally independent, then for any φ ∈ Td, the hull H(φ) is homeomorphic to a s-dimensional
torus in Td and the Sacker-Sell spectrum Σ(φ) is constant over this s-dimensional torus. If the
frequencies are not commensurable, then the Sacker-Sell spectrum does not depend on the chosen
φ ∈ Td.

Some equivalent conditions to have an exponential dichotomy can be found easily,

Proposition 2.2.5 ([78]) Let N be a compact invariant set and assume that N is a minimal set
in the flow σ on Ω (this means that H(N) = Ω). Then the following statements are equivalent

(i) λ is in the resolvent set of the Sacker-Sell spectrum, ρ(N).

(ii) The flow Φλ has an exponential dichotomy over N .

(iii) Bλ = {0} × Ω, the zero section of Z(N). That is, the only elements of Z(N) whose orbit
under the flow Φλ is bounded are the trivial ones.

The following theorem describes the spectrum:

Theorem 2.2.6 (Spectral Theorem, [78]) Let Φ be a LSPF on a vector bundle Z with compact
Hausdorff base Ω. Let n = dimZ and N ⊂ Ω an invariant compact connected set. Then the
Sacker-Sell spectrum Σ(N) is the union

Σ(N) = [a1, b1] ∪ · · · ∪ [ap, bp]

of p non-overlapping compact intervals with p ≤ n and a1 ≤ b1 < a2 ≤ b2 < · · · < ap ≤ bp, and we
shall call the above expression the spectral decomposition of (Z,Φ). Furthermore, if λ0, . . . , λk,
with k ≤ p, are chosen in the resolvent set so that

λ0 < a1 ≤ b1 < λ1 < a2 ≤ b2 < λ2 < . . .

then, for 1 ≤ i ≤ k, the set
Vi(N) = Sλi(N) ∩ Uλi−1

(N)

is an invariant subbundle of Z(N) called the spectral subbundle associated to the spectral interval
[ai, bi]. Its dimension is 1 ≤ ni ≤ n and n1 + . . . nk = n. Moreover we have that

Z(N) = V1(N)⊕ · · · ⊕ Vp(N) (Whitney sum)

Finally, the spectrum Σi(N) of (Vi(N),Φ|Vi(N)) is Σi(N) = [ai, bi].
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The proof is also found in [78]. It uses the following uniformization lemma which is interesting
for its own sake

Lemma 2.2.7 ([78]) Let N be a compact invariant set in Ω and λ ∈ R. Then the following
statements are valid:

(i) If |Φλ(t; z)| → 0 as t → +∞ for each z ∈ N , then λ ∈ ρ(N), Σ(N) ⊂ (−∞, λ) and Sµ is
the whole bundle Z(N) for all µ ≥ λ.

(ii) If |Φλ(t; z)| → 0 as t → −∞ for each z ∈ N , then λ ∈ ρ(N), Σ(N) ⊂ (λ,+∞) and Uµ is
the whole bundle Z(N) for all µ ≤ λ.

If nothing is said explicitly, we shall consider the spectral decomposition with respect to N = Ω.

Remark 2.2.8 Let Vi be a spectral subbundle. The unique projector Pi : Z → Z such that its
range is Vi is called the spectral projector and its kernel is the Whitney sum

⊕
i6=j Vj.

Remark 2.2.9 If the matrices of the flow M(t;φ) belong to some subgroup of GL(n) then the
properties of this group will imply that for the Sacker-Sell spectrum has some special properties.
For instance, if the group is SL(2,R), then if λ belongs to the spectrum, then also −λ is in the
spectrum.

Following the example from the previous section of a flow generated by a linear equation
with constant coefficients, all the spectral intervals reduce to points which are the real parts
of the eigenvalues of the matrix. The corresponding spectral invariant subbundles are also the
subbundles corresponding to eigenvalues with equal real parts. The analysis for periodic systems
is analogous to case of constant coefficients because of the reducibility given by Floquet theory.
In both cases all spectral intervals reduce to points. This concept deserves a definition.

Definition 2.2.10 We shall say that a LSPF Φ on a vector bundle Z has pure point spectrum
if all spectral intervals degenerate to points. If, moreover, n = p, we shall say that Φ has full
spectrum. If there is an interval in the spectrum, we shall speak of absolutely continuous spectrum.

The following proposition clarifies the second hypothesis in the definition.

Proposition 2.2.11 ([78]) Consider the equation x′ = A(t)x, with quasi-periodic coefficients.
If one spectral subbundle is one-dimensional, then the corresponding spectral interval is a point.
Hence, if there are exactly n spectral intervals, then each interval is degenerate.

We now want to further explore these concepts, focusing mainly on linear equations with quasi-
periodic coefficients. In the following section we relate the spectrum of a linear skew-product flow
to the existence of Lyapunov exponents. In the other two sections we prove a reducibility theorem.
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2.3 Relation with Lyapunov exponents

It turns out that the Sacker-Sell spectrum is strongly connected to the theory of Lyapunov cha-
racteristic exponents, which we present in this section. For this purpose consider a LSPF Φ on a
vector bundle (Z,Ω) and assume that Ω is compact and invariantly connected. This means that
Ω cannot be written as the union of two disjoint nonempty compact invariant sets, and this is
true whenever Ω = Td and the flow is linear with rationally independent frequencies.

Let
Σ = Σ(Ω) = [a1, b1] ∪ · · · ∪ [ak, bk]

and
Z = V1 ⊕ · · · ⊕ Vk (Whitney sum)

be the spectral decomposition of (Z,Φ) given by theorem 2.2.6, the intervals [ai, bi] being ordered
so that bi < ai+1, and let Pi : Z → Vi be the spectral projectors.

Given a point (x, φ) ∈ Z, with x 6= 0, the usual definition of the four Lyapunov characteristic
numbers is

β+
sup(x, φ) = lim sup

t→+∞

1

t
log |Φ(t; (x, φ))|, (2.6)

β+
inf (x, φ) = lim inf

t→+∞

1

t
log |Φ(t; (x, φ))|, (2.7)

β−sup(x, φ) = lim sup
t→−∞

1

t
log |Φ(t; (x, φ))|, (2.8)

β−inf (x, φ) = lim inf
t→−∞

1

t
log |Φ(t; (x, φ))|. (2.9)

Using the characterization of the spectral intervals and the associated subbundles we have the
following

Theorem 2.3.1 ([78]) If (x, φ) ∈ Vi, being Vi the i-th spectral subbundle associated to the spectral
interval [ai, bi], and x 6= 0, then the four Lyapunov characteristic numbers defined above lie in
[ai, bi]. In particular, if ai = bi, then for all (x, φ) ∈ Vi and x 6= 0 the four characteristic exponents
agree and the limits

lim
t→+∞

1

t
log |Φ(t; (x, φ))| = lim

t→−∞

1

t
log |Φ(t; (x, φ))|

exist and equal ai.

Therefore, considering this result for all the spectral subbundles, together with some work, we
obtain the following,

Theorem 2.3.2 ([78]) For all (x, φ) ∈ Z, with x 6= 0, the four Lyapunov characteristic exponents
lie in the spectrum Σ. More precisely, let (x, φ) ∈ Z, with x 6= 0, and define q and q′ by

q = max{i : Pi(φ)x 6= 0},

q′ = min{i : Pi(φ)x 6= 0}.
Then one has the inequalities

aq ≤ β+
inf (x, φ) ≤ β+

sup(x, φ) ≤ bq,

aq′ ≤ β−inf (x, φ) ≤ β−sup(x, φ) ≤ bq′ .
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Finally, we also have some information on the amount of elements of Z having Lyapunov
exponent one endpoint of a spectral interval.

Theorem 2.3.3 ([78]) Assume that M ⊂ Ω is a minimal set with respect to the flow σ on Ω.
Then the set G of all φ ∈M such that there exist x−1 , . . . , x

−
p , x

+
1 , . . . , x

+
p in X with the property

β+
sup(x

+
i , φ) = bi and β−inf (x

−
i , φ) = ai (i = 1, . . . , k)

is a residual Gδ-subset of Ω.

2.4 Smoothness of spectral subbundles

From now on, we restrict ourselves to the case of a linear equation with quasi-periodic coefficients

x′ = Ã(φ+ ωt)x

where Ã : Td → L(Rn) is a mapping from T
d to L(Rn), the space of linear operators, with the

supremum norm. We assume that Ã ∈ Cα(Td), for α = 0, . . . ,∞, a.

Theorem 2.4.1 (Smoothness of spectral subbundles, [49]) In the above situation, let ω be
an irrational frequency vector on Rd. Let Vi, for i = 1, . . . , p, denote the spectral subbundles of
the associated flow and Vi(φ) denote its spectral subspaces, for φ ∈ Td. Assume that Ã ∈ Cα(Td),
for α = 0, . . . ,∞, a. Then we can choose a local basis in Vi(φ) that it is a Cα function of φ.
Equivalently the spectral projectors

Pi : Td −→
{
P ∈ L(Rn); P 2 = P

}
are of class Cα.

In order to prove this theorem it suffices to pick any φ0 ∈ Td and restrict the values of φ that
we consider to a suitable small neighbourhood of φ0. Now let [a, b] denote a given spectral interval
and let V be the corresponding spectral subbundle. Next let µ, λ be chosen in the resolvent set
so that (µ, λ) ∩ Σ = [a, b]. This means that the shifted equations

x′ =
(
Ã(φ+ ωt)− µI

)
x and x′ =

(
Ã(φ+ ωt)− λI

)
x

admit exponential dichotomies. The stable and unstable subbundles associated to these di-
chotomies are, for ν = µ, λ,

Sν = {(x, φ); Pν(φ)x = x} and Uν = {(x, φ); Pν(φ)x = 0}

and, by the spectral theorem, the spectral subbundle V is given by V = Sλ ∩ Uµ; that is, V (φ) =
Sλ(φ) ∩ Uµ(φ) for all φ ∈ Td. The bundles Sλ and Uµ are transversal in a neighbourhood of φ.
The transversality (i.e., for all φ in a neighbourhood of φ0 the vector spaces Sλ(φ) and Uµ(φ)
generate all Z(φ) ) comes from the fact that Z(φ) = Sµ(φ) ⊕ Uµ(φ) and we have the inclusion
Sµ(φ) ⊂ Sλ(φ) (because µ < λ).

In order to prove that V depends smoothly on φ in a neighbourhood of φ0, it suffices to prove
that both Sλ and Uµ depend smoothly on φ in a neighbourhood of φ0, due to the transversality
condition. Without loss of generality (replacing Ã by Ã − νI, if necessary) we can assume that
ν = 0.

Below we state a theorem that will imply the previous one
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Theorem 2.4.2 ([49]) Let U be an open set in Rk and let A(·, ·) : U × R → L(Rn) satisfy the
following conditions

(i) A is continuous and of class Cβ in u, where β = 0, 1, 2, . . . ,∞, a.

(ii) A and all its derivatives with respect to u (up to and including order β) are bounded on
U × R and equi-continuous in u.

Assume that for u0 ∈ U the differential equation

x′ = A(u0, t)x (2.10)

admits an exponential dichotomy with projection P0. Then there is a neighbourhood V of u0, with
V ⊂ U , such that, for u ∈ V , the differential equation

x′ = A(u, t)x (2.11)

admits an exponential dichotomy with projection Pu. Furthermore, one has that Pu0 = P0 and Pu
is of class Cβ on V. Therefore one can choose a Cβ-basis for the range R(Pu) and the null space
N (Pu).

To apply this theorem to the proof of the previous one, we take φ in a small neighbourhood
around φ0 and we consider the domain for φ to be in the parameter space. Then we can apply
the above theorem and deduce Cα-smoothness on a narrower domain.

2.5 A Reducibility Theorem

In this last section we apply the definitions and results that we have given to state and prove a
theorem on the reducibility of certain classes of linear equations with quasi-periodic coefficients.

The main result in this section is due to R. Johnson and G. Sell, and it can be stated in the
following way:

Theorem 2.5.1 (Reducibility under full spectrum assumption, [49]) Let

x′ = Ã(φ+ ωt)x, x ∈ Rn (2.12)

be a quasi-periodic differential equation defined on a torus Ω = Td with an irrational flow (t;φ) 7→
φ+ ωt. Assume that the three following conditions hold

(i) (Strong non-resonance) There exist constants K > 0 and τ > 0 such that

|〈k, ω〉| ≥ K

|k|τ
, for all k ∈ Zd − {0}

(ii) (Smoothness) Ã ∈ Cα(Td), for α ≥ d+ τ + 2.

(iii) (Full spectrum) Equation (2.12) has full spectrum with Σ = {α1, . . . , αn}.
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Then there exists a quasi-periodic Lyapunov-Perron transformation x = P (t)y such that it takes
(2.12) into

y′ = By

where B is the constant matrix diagonal matrix B = diag(α1, . . . , αn). Furthermore, the quasi-
periodic matrix has the form

P (t) = P̃ (ω̄t)

where ω̄ = ω
2

and P̃ : Td → L(Rn) is of class Cβ(Td) with β = α− τ − d− 1.

Remark 2.5.2 The lower bound for the smoothness of Ã can be weakened, following the techniques
in [75].

Remark 2.5.3 The full spectrum hypothesis is usually hard to check unless we are dealing with
perturbations of hyperbolic systems.

To see how the full spectrum assumption gives rise to the above properties we first give a
definition and a property, both from [49],

Definition 2.5.4 An equation

x′ = A(t)x (2.13)

is said to satisfy the Lillo property if there exist real numbers λ1 < λ2 < · · · < λn+1, a constant
K > 0 and n solutions x1(t), . . . , xn(t) such that the following inequalities hold

1

K
eλi(t−s) ≤ |xi(t)|

|xi(s)|
≤ Keλi+1(t−s)

for s ≤ t and 1 ≤ i ≤ n.

This means that equation (2.13) has n linearly independent solutions with exponential growth.
The following proposition relates the full spectrum property with the Lillo property. It is an easy
consequence of the spectral theorem and of the exponential dichotomy in the resolvent set.

Proposition 2.5.5 ([49]) The following two statements are equivalent:

(A) Equation (2.13) has full spectrum with Σ = {α1, . . . , αn}.

(B) Equation (2.13) has the Lillo property. In this case one also has the inequalities λi < αi <
λi+1 for i = 1, . . . , n.

There is a weaker concept than Lillo property which we shall also use later. We formulate it
now.

Definition 2.5.6 Equation (2.13) is said to satisfy the Bylov property if there exist n solutions
x1(t), . . . , xn(t) with the property that

inf
t∈R

∣∣∣det X̃(t)
∣∣∣ > 0

where X̃(t) denotes the matrix with columns x̃1(t), . . . , x̃n(t), being, for each i = 1, . . . , n,

x̃i(t) =
1

|xi(t)|
xi(t)
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We now turn to the proof of the reducibility theorem 2.5.1. We shall first give a sketch of
proof and explain the problem that prevents this argument from being actually a proof. Later on
we write down the whole proof. Let us first introduce some notation.

Let Ω denote, as usual, the standard d-dimensional torus, Td = Rd/(2πZ)d, and let p : Rd → T
d

be its corresponding quotient map. The irrational twist flow (t;φ) 7→ φ+ωt on Td lifts to the flow
(t; y) 7→ y + ωt on Rd. This means that for all y ∈ Rn, we have that p(y) + ωt = p(y + ωt) on Td.

The full spectrum assumption implies that there exist n one-dimensional invariant subbundles
Vi in Z = Rn × Ω with the property that

Z = V1 ⊕ · · · ⊕ Vn (Whitney sum).

This means that for each φ ∈ Ω the equation

x′ = Ã(φ+ ωt)x (2.14)

has the Bylov property (because it satisfies the full spectrum, and thus the Lillo, property). After
a normalization, the initial conditions

{x1(φ), . . . , xn(φ)}

of the n solutions referred in the Bylov property form a basis of unit vectors in the fiber Zφ which,
recall, is a linear space of dimension n.

We now give the heuristic argument. Let P (φ) the linear transformation that maps the stan-
dard basis of Rn onto {x1(φ), . . . , xn(φ)}. Since the original equation is of class Cα, then, by the
smoothness of the spectral subbundles, it turns out that the xi(φ) are also of class Cα on Ω. Also
the change of variables x = P (φ + ωt)y transforms equation (2.14) to a diagonal matrix. If we
could define the transformation globally and not just locally in each point of Ω, with the required
smoothness, then the proof would be finished.

However, the change of basis may not be globally defined. This shouldn’t come as a surprise,
because it is a phenomenon that also occurs in the periodic case, and it is known as the period
doubling : it could happen that, after crossing a generator of the fundamental group of Ω, one of
the basis vectors xi(φ) returned to its negative −xi(φ). In the periodic case we can work this out
considering transformations with double the period of the original system. The generalization to
the case Ω = T

d, with d > 1, is to consider a suitable finite covering of Ω. Let’s write down the
details.

Let
Sn−1 = {x ∈ Rn : |x| = 1} ,

being | · | the Euclidean norm on Rn. For each 1 ≤ i ≤ n we denote by Wi a connected component
of Vi ∩ (Sn−1 × Ω). By theorem 2.4.1, each Wi is a Cα-embedded manifold of Sn−1 × Ω. Let
ηi : Wi → Ω the projection on the second component. This map is locally a Cα-diffeomorphism,
due to the smoothness of Vi and to its structure, which is locally the product of an n-dimensional
vector space times the base Ω. Furthermore, each Wi is invariant under the flow induced on
Sn−1 ×Ω (this flow is induced by the projection of Rn − {0} onto the sphere Sn−1), because each
of the subbundles Vi are also invariant by the original flow.

The full spectrum assumption implies that the only way that the frame {x1(φ), . . . , xn(φ)} can
change when crossing a generator of the fundamental group (that is, making one of the d topologi-
cally different turns) is for some xi(φ) to be replaced by its negative −xi(φ). In particular, turning
twice, all the frame is mapped to itself. This later remark together with the local diffeomorphism
given by each of the ηi, implies that every Wi is either a 1-cover or a 2-cover of Ω, depending on
whether the corresponding normalized vector xi(φ) needs one or two turns to be mapped to itself.
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Due to the structure of a finite covering, we can lift the map ηi : Wi → Ω to a unique map
η̃i : Rd → Wi such that the following diagram commutes

Wi

↗ ↓
R
d → Ω

for each 1 ≤ i ≤ n. In addition, due to the smoothness of ηi and the projection p, the following
statements hold:

(i) Each η̃i is a Cα-mapping because locally one has that η̃i = η−1
i ◦ p.

(ii) Each η̃i is a homomorphism of flows (that is, it makes the flows in the range and in the
pre-image commute) because ηi and p are flow homomorphisms and the lifting η̃i is unique.

(iii) Each η̃i maps the square
[0, 4π]d ⊂ Rd

onto Wi, because the projection p : Rd → Ω takes intervals of length 2π on the coordinate
axes of Rd onto cycles which generate the fundamental group of Ω. Since each Wi is either
a 1-cover or a 2-cover of Ω these cycles unwind at most twice under η−1

i .

Now consider (4πZ)d and let Ω2 = Rd/(4πZ)d, where p̃ : Rd → Ω2 is the quotient mapping. Then
Ω2 is a 2d-fold covering of Ω (2d corresponds to all the possible ways in which paths in Ω2 turn
around the generators of the fundamental group of Ω). Let now σ : Ω2 → Ω be the following map:

σ : x+ (4πZ)d 7→ x+ (2πZ)d,

which is the operation of winding points in Ω depending on their value on the cover. By this map,
if we turn around a generator of the fundamental group of Ω2, the image turns twice around the
corresponding generator of the fundamental group of Ω. Then the following diagram commutes

Ω2

↗ ↓
R
d → Ω

where the maps Rd → Ω and Rd → Ω2 indicate the quotient maps, and item (iii) of the previous
list implies that Ω2 is a covering space of each Wi, for 1 ≤ i ≤ n. We now want to lift the flow
that we have on Ω to a natural flow on Ω2. The way to do it is the following: if φ̃ = p̃(x), where
x is an element of Rd, then we define the flow (t; φ̃) as

(t; φ̃) = p̃(x+ ωt),

which is isomorphic to the irrational twist flow on Ω = Rd/Zd having frequency vector ω̄ = ω
2
.

The differential system (2.14), which is defined on the standard d-dimensional torus, now lifts
to a differential system

x′ = A(t; φ̃)x (2.15)

on Ω2, where the matrix defining the flow can be obtained by means of σ and Ã, A = Ã ◦ σ. This
means that for every φ̃ ∈ Ω2, satisfying that φ̃ = σ(φ) we have that

A(φ̃) = Ã
(
σ(φ̃)

)
= Ã(φ).
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Now the LSPF on the bundle Rn × Ω2 induced by (2.15) has invariant subbundles

Ṽi = (σ × Id)−1 (Vi)

for each i = 1, . . . n (where, recall, Vi are the invariant subbundles associated to the original flow
on Rn × Ω). Due to their own definition, the sets

(σ × Id)−1 (Wi) ⊂ Rn × Ω2

are also invariant sets for the flow on Rn×Ω2 induced by (2.15). In principle, it could happen that
the pre-image of Wi under σ × Id is composed of several connected components. Let W̃i denote
one of these connected components, for i = 1, . . . , n. Since Ω2 is a covering space for each Wi, it
follows that each W̃i is a 1-cover of Ω2. That is, each W̃i can be represented as the graph of a
function fi : Ω2 → Sn−1. The regularity of each fi is Cα since, locally, we can write fi = η−1

i ◦ σ.
Because of definition, for each φ̃ ∈ Ω2 and i = 1, . . . , n, fi(φ̃) is a unit vector in Rn and

{f1(φ̃), . . . , fn(φ̃)} is a vector frame for Rn. We now fix a standard basis {e1, . . . , en} for Rn and
consider the projection

P : Ω2 → L(Rn)

defined by P (φ̃)ei = fi(φ̃), for i = 1, . . . , n. The change of variables x = P (t; φ̃)y is obviously
a LP transformation (according to the definition in the first chapter), because it is invertible at
each point and both P and P−1 are bounded on Ω2. This transformation takes the system (2.15)
to the form

y′ = B(t; φ̃)y,

where the matrix B(φ̃) = diag
(
λ1(φ̃), . . . , λd(φ̃)

)
. Since P is of class Cα, each of the λi is also

of class Cα. We apply the results on diagonal systems (and the Diophantine assumption on
ω!) to deduce the existence of a transformation Q(t; φ̃) that renders the system to a constant
coefficient system with diagonal matrix. Finally, due to the construction of the different flows, the
composition of transformations can be written as

x = P̃ (φ1 + ω̄1t, . . . , φd + ω̄dt) z.

�
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Chapter 3

Reducibility in Schrödinger equation
with quasi-periodic potential

In this chapter we will study the reducibility problem in a special linear equation with quasi-
periodic coefficients, namely

− d2

dt2
x(t) + q(t)x(t) = 0

where x(t) ∈ R and q(t) = Q(ωt+φ) is a quasi-periodic function. This equation is usually referred
in the literature as the one-dimensional Schrödinger equation with a quasi-periodic potential. The
spectral theory developed for second-order operators in Hilbert spaces, together with the tools
introduced by ergodic theory, enables us to make a more precise description of the reducibility
problem. All these theories have been studied in the last thirty years from a dynamical systems
point of view and, especially, KAM techniques have proved to be very useful for this study.

This chapter is the longest in the present survey. This is due to the fact that Schrödinger
equation with quasi-periodic potential is probably the most studied of all linear equations with
quasi-periodic coefficients and a great number of tools have been developed to study it. Even if
our motivation is the dynamical problem of reducibility, it is necessary to expose the functional
analysis approach to the problem, because it provides a natural framework in which these equations
take place.

3.1 Introduction. Useful transformations

Our aim in this chapter is to study Schrödinger equation with quasi-periodic potential

−x′′ + q(t)x = 0, (3.1)

where x ∈ Rd, and q is a quasi-periodic function with frequency ω ∈ Rd which, in the context of
Schrödinger equation, is called the potential. This means that there exists a continuous function
Q : Td → R, being T = R/(2πZ), such that q(t) = Q(ωt).

Related to equation (3.1), it will be useful to study the following family of equations

−x′′ + q(t)x = λx, (3.2)

being λ a real (or sometimes complex) parameter which we shall denote as the spectral parameter
or the energy.

Equation (3.1) appears in many branches of mathematics and physics. For instance, the
Schrödinger equation with periodic potential arises in a natural way in the quantum theory of
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solids, to be more precise, in the quantum theory of crystals, for example metals. The ions
forming a crystal lattice actually generate a periodic field and one can examine the motion of a
free electron in this field. One can, in a number of cases, by introducing compensating additional
terms to the ion potential, disregard the interaction of the free electrons. When more frequencies
are added to this problem (coming from considering more general lattices or applying a field to
periodic lattices), Schrödinger equation with quasi-periodic potential turns to be a useful model
(see [5], [61], [3], [81], [82] and references therein).

A useful object to study the solutions of a linear system is the Wronskian. In our two-
dimensional setting, the Wronskian of two differentiable complex functions u and v takes the
form

W (u, v)(t) = u(t)v′(t)− u′(t)v(t).

It follows from Liouville theorem that the Wronskian of two solutions of equation (3.1) is a
constant function which is nonzero if, and only if, the two solutions are linearly independent.

More general equations such as

y′′ + a(t)y′ + b(t)y = 0, (3.3)

can be transformed to the form of equation (3.1) using the techniques (and therefore the conditions
on the potential and the frequency) introduced in the first chapter ([31]).

Schrödinger equation with bounded potential has some interesting properties which will be
useful in the sequel. One of the most important is the transformation of equation (3.1) to polar
coordinates with the reduction imposed by the symmetries that exist in the problem. This also
has to do with the linear character of the flow. As it will be necessary later on, we describe both
the situation in the complex case (assume that Q is complex in equation (3.1) or simply that Q
is real and λ is complex in equation (3.2)).

For each φ ∈ Td, the equation

−x′′ +Q(ωt+ φ)x = 0 (3.4)

is linear and the fundamental matrix solution Φ(t;φ) (with Φ(0;φ) = I) maps complex lines (that
is, 1-dimensional subspaces of C2) to complex lines. If l is a complex line in C2, let l(t) be its
evolution by the flow so that l(t) = Φ(t;φ)l. Letting P1(C) be the usual space of all complex lines
in C2, we define a flow Ψ on Σ = P1(C)× Td as follows

Ψ(t;φ) = (ωt+ φ, l(t)) , for φ ∈ Td, l ∈ P1(C) and t ∈ R.

This description becomes easier in the case when Q is real. Let then P1(R) be the space of real
one-dimensional subspaces of R2, whose elements we shall call lines (opposed to complex lines),
and ΣR = P

1(R) × Td the real bundle on which the equation (3.4) defines a flow. Then we can
view P

1(R) as a subset of P1(C) using the usual identification of the Riemann sphere S2 with
P

1(C) and the identification of P1(R) with R∪{∞} ⊂ P1(C). Thus, if we want to use coordinates
for the real case, we can use this last remark, parameterizing P1(R) with an angle ϕ between 0
and π. Once an initial condition is fixed, which amounts to an initial line (angle) in P1(R), the
evolution is given by the following equation

ϕ′ = cos2 ϕ− q(t) sin2 ϕ. (3.5)

Assuming the knowledge of the evolution of the line given by ϕ(t), then the radius can be directly
integrated as follows

r(t) = r(0) exp

(
1

2

∫ t

0

(q(s)− 1) sin(2ϕ(s))ds

)
. (3.6)
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If we want to stress the dependence on the special parameter λ in the case of equation (3.2) we
will write ϕ(·;λ) and r(·;λ).

Before ending the introduction let us outline the contents of this chapter. In section 3.2 we
sketch the spectral theory for Schrödinger equation with quasi-periodic potential. There are three
steps in this approach: we first study the spectral theory for general self-adjoint operators on
Hilbert spaces, we then pass to Schrödinger equation with a time-dependent potential and, finally,
we make all the previous theory a bit more precise in the case of quasi-periodic potentials. In this
case we can characterize the spectrum of Schrödinger equation according to a dynamical criterion,
which uses the dynamical notion of exponential dichotomy that we saw in the previous chapter.

The close relation of the dynamical behaviour of the solutions of Schrödinger equation with
quasi-periodic potential with the spectral analysis approach is made more evident in section 3.3,
where some of the links between the properties of the rotation number and the spectrum of the
Schrödinger operator are described. A study of the properties of the rotation number is important,
because in section 3.4 it is used to control the imaginary part of the eigenvalues of the Floquet
matrix, which is one of the important points in the KAM approach to reducibility. We also include
some theory on the Lyapunov exponents for Schrödinger equation, showing its relation with the
spectral objects defined in section 3.2.

Section 3.4 is the central section in the chapter, because we state a theorem by H. Eliasson,
on the almost everywhere reducibility of Schrödinger equation with quasi-periodic potential on
the assumption of analyticity, strong non-resonance and closeness to constant coefficients. Some
previous reducibility results are also discussed. The steps of the proof of the main reducibility
result are sketched, because these techniques have been extended to more general situations as we
shall see in the following chapter.

Finally, we pay some attention to the converse results on reducibility for Schrödinger equation
with quasi-periodic potential, that is, conditions under which a certain Schrödinger equation is not
reducible to constant coefficients. We mention some results on this equation and on its discrete
analog, especially on a example, called the Almost Mathieu operator, for which one can describe
the reducible and non-reducible zones.

3.2 Some spectral theory

3.2.1 Statement of the problem

The classical spectral theory of Schrödinger operators with bounded potential provides us with
useful tools to study the ultimate behaviour of solutions of equation (3.1). As we are dealing with
a linear case, the ultimate behaviour is quite definitive for the classification of these solutions, as
not all kinds of behaviour are possible in a linear system.

This theory was first developed by H. Weyl in 1910. The idea is the following. Assume that
Λ ⊂ R is a certain interval, and to fix ideas, take it Λ = (−∞,∞). Then on the set C∞c (Λ) of
infinitely differentiable functions with compact support on Λ we can consider the operator

Hf = H0f + V f = −f ′′ + V f (3.7)

for a certain real function V and the related eigenvalue problem

Hf = λf (3.8)

for λ ∈ C. As C∞c (Λ) is dense in L2(Λ) (the space of square integrable functions on Λ) it would
be nice to define a natural and self-adjoint extension of the above operator on L2(Λ), because the
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Hilbert space structure makes the eigenvalue problem (3.8) much clearer. However it is not clear
a priori which conditions should be imposed on the quasi-periodic potential (or more generally
bounded) so that such a natural extension exists (and has useful properties) and how to perform
this extension. This is the purpose of the following section.

3.2.2 Some spectral theory of self-adjoint operators

In this subsection we present some of the basic objects and results in the theory of self-adjoint
operators, which will be used in the sequel. We will use the references [73] (for the general theory)
and [14] (more adapted to our purposes), where a proper exposition of this theory can be found
(see also [18], [70] and [5]).

Domains, adjoints, resolvents and spectra

Let H be a separable Hilbert space. An operator H on H will be a linear map defined from a
vector subspace D(H) of H, which will be called the domain of H, to H. We will assume that the
operator is densely defined on H; that is, we will assume that D(H) ⊂ H is a dense subspace.

We will focus on the Hilbert space H = L2(Λ) (with the usual Lebesgue measure) for a certain
interval Λ ⊂ R, bounded or not, and the operator H defined in (3.7). For this operator, which
in principle is not defined on the whole Hilbert space, we will construct an extension to L2(Λ)
suitable for our purposes. It is important to note that the initial operator is defined by both the
action in (3.7) and the domain D(H).

The graph of an operator H as above will be the following subset of H×H (which is naturally
a Hilbert space)

gr(H) = {(f,Hf); f ∈ D(H)} ,
and the operator H is said to be closed if its graph gr(H) is a closed subset of H×H. Another
operator H1 on H is said to be an extension of H if D(H) ⊂ D(H1) and both operators coincide
on D(H). An operator will be called closable if there exists at least one closed extension of this
operator. If this is the case, we call its closure (H̄ if the original operator is H) to the smallest of
these extensions.

A very important object is the adjoint. The adjoint of an operator H is the operator H∗

defined by the domain

D(H∗) = {f ∈ H; there exists an element g ∈ H s.t. if h ∈ D(H), 〈Hh, f〉 = 〈h, g〉}

and
H∗f = g

if f and g are as in the definition of D(H∗). The adjoint of an operator H∗, assuming as customary
that D(H) is dense, is well defined on D(H∗).

We will use the notation I for the identity operator on H and L(H) for the Banach space of
bounded operators on H furnished with the uniform norm. If the operator H is one-to-one, its
inverse is the operator H−1 defined by the domain

D(H−1) = {Hf ; f ∈ D(H)}

and
H−1g = f

if Hf = g. Note that H−1 is closed if H is so (because of the Closed Graph Theorem, [73]), but
D(H−1) needs not to be dense.
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We can naturally define the operator zH on H for any operator H on H and z ∈ C by the
definitions D(zH) = D(H) and (zH)f = z(Hf) for all f ∈ D(H). It is also checked that (zH)∗ =
z̄H∗. If we want to define the sum of two operators on H we must be a bit more careful, because
it might happen that D(H) ∩ D(K) = 0 even if D(H) and D(K) are the domains of two densely
defined operators. Anyway, if we define D(H+K) = D(H)∩D(K) and (H+K)f = (Hf)+(Kf)
we can speak of the operator H + K even if it is not densely defined. We always have that
(H +K)∗ = H∗ +K∗ if either H or K is bounded. As an important example we have that given
an operator H and a complex number z, we can define the shifted operator Hz = H − zI with
domain D(Hz) = D(H).

The previous example leads us to the core definitions of the spectral theory that we are in-
terested in. The set of complex numbers z for which the operator H − zI is one-to-one from
D(H) onto H (in which case the operator (H − zI)−1 is bounded by the Closed Graph Theo-
rem, [73]) is denoted by ρ(H) and it is called the resolvent set of H. In this case, the operator
R(z,H) = (H − zI)−1 is called the resolvent operator at z. The set ρ(H) ⊂ C is open and the
map z ∈ ρ(H) 7→ R(z,H) ∈ L(H) is strongly analytic. Moreover, the following identity, called
the resolvent identity, is true:

R(z1, H)−R(z2, H) = (z1 − z2)R(z1, H)R(z2, H), (3.9)

for all z1, z2 in the resolvent set of H. We will come back to these notions later on, when focusing
to our particular examples.

The complement C−ρ(H) of the resolvent set is called the spectrum of H, and will be denoted
by σ(H). The operator H is said to be symmetric if H∗ is an extension of H (we shall denote this
by H ⊂ H∗). This is equivalent to the following identity

〈Hf, g〉 = 〈f,Hg〉
for all f and g in D(H). The operator H is said to be self-adjoint if H∗ = H, that is, if H is
symmetric and D(H∗) = D(H). A symmetric operator is always closable since H ⊂ H∗ and H∗

is closed. Moreover, since H∗ is a closed extension of H, the smallest of these, namely H∗∗ has to
be smaller than H∗. Hence we have the following properties

• H ⊂ H∗∗ ⊂ H∗ whenever H is symmetric.

• H = H∗∗ ⊂ H∗ whenever H is closed and symmetric.

• H = H∗∗ = H∗ whenever H is self-adjoint.

A symmetric operator is said to be essentially self-adjoint if its closure is self-adjoint. Hence,
it has a unique self-adjoint extension. In fact, the converse statement is also true. We can say even
more, H is essentially self-adjoint if and only if H∗ is symmetric in which case one has H̄ = H∗.

Up to now, the real or complex character of z has been irrelevant. However, the following
inequality, easy to check, imposes important restrictions for symmetric operators H

‖(H − zI) f‖ ≥ |Im z|‖f‖, z ∈ C, f ∈ D(H).

Therefore, the range of H − zI is closed whenever H is closed and z is not real.
We end this section with a criterion for a real number to be in the spectrum of a self-adjoint

operator.

Proposition 3.2.1 (Weyl’s Criterion, [73]) A number λ ∈ R is in the spectrum of the self-
adjoint operator H whenever there exists a sequence {fn;n ≥ 1} of unit vectors in the domain of
H satisfying

lim
n→∞

‖(H − λI) fn‖ = 0.
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Resolutions of the identity and the spectral theorem

In this subsection H will denote a fixed (separable) complex Hilbert space, (Ω,B) a fixed mea-
surable space and we will talk about a projection in H to mean an orthogonal (i.e. self-adjoint)
projection in H.

Definition 3.2.2 A function E on B with values in the space of projections in H is called a
resolution of the identity (resp. subresolution of the identity) of H on (Ω,B) if:

(i) E(Ω) = I ( resp. (i’) E(∅) = 0).

(ii) E(∪n≥1An) =
∑

n≥1 E(An), whenever {An;n ≥ 1} is a sequence in B whose elements are
disjoint.

The convergence in item (ii) has to be understood in the sense of the strong convergence of
operators. This means that for each fixed f ∈ H, the series

∑
n≥1 E(An)f converges in H to

E(∪n≥1An)f . Hence for each fixed f ∈ H, the function A ∈ B 7→ E(A)f ∈ H is countably
additive, and this is usually called a countably additive measure. Since the norm of a projection
is either zero or one, the series in item (ii) cannot converge in the operator norm of L(H) unless
all but finitely many E(An) are zero. Consequently, except for trivial cases, E is not countably
additive as a function in L(H), and therefore, E is not a L(H)-valued measure. Nevertheless one
has the following proposition

Proposition 3.2.3 ([14]) A projection valued function E on B is a resolution of the identity
(resp. subresolution of the identity) of H on (Ω,B) if, and only if:

(i) E(Ω) = I (resp. (i’) E(∅) = 0).

(ii) For all f and g in H the complex function Ef,g defined on B by Ef,g(A) = 〈E(A)f, g〉 is a
complex measure (that is, a complex σ-additive set function on B).

We now go to the main theorem in this subsection. Before we make some remarks in order to
introduce it better.

Let φ =
∑

1≤j≤n aj1Aj a simple function, with aj ∈ C and Aj ∈ B for j = 1, . . . , n. If g ∈ H,
we set ∫

Ω

φ(w)E(dw)g =
∑

1≤j≤n

ajE(Aj)g.

Note that
∫

Ω
φ(w)E(dw)g is the only element f ∈ H satisfying that, for all h ∈ H,

〈f, h〉 =

∫
Ω

φ(w)Eg,h(dw)

where the integral on the right side is an integral with respect to a scalar measure and therefore
understood in the usual sense. Moreover, using the definition, we have the following property for
the norms ∥∥∥∥∫

Ω

φ(w)E(dw)g

∥∥∥∥2

=

∫
Ω

|φ(w)|2 Eg,g(dw).

So, if g ∈ H is fixed, for each measurable function φ on Ω which is square integrable with respect
to the non-negative measure Eg,g we define the integral

∫
Ω
φ(w)E(dw)g in the following way. First

we approximate the function φ by a sequence {φn;n ≥ 1} in L2(Ω, Eg,g(dw)). Then we notice that∥∥∥∥∫
Ω

φn(w)E(dw)g −
∫

Ω

φm(w)E(dw)g

∥∥∥∥2

=

∫
Ω

|φn(w)− φm(w)|2 Eg,g(dw)

36



and finally we define the integral ∫
Ω

φ(w)E(dw)g

as the limit in H of the Cauchy sequence {
∫

Ω
φn(w)E(dw)g;n ≥ 1}. That this is well-defined and

the resulting properties are the contents of the theorem:

Theorem 3.2.4 ([14]) Let E be a resolution of the identity of H on (Ω,B). Then

(i) For each measurable function φ : Ω→ C, the subspace

Dφ =

{
f ∈ H;

∫
Ω

|φ(w)|2Ef,f (dw) <∞
}

is dense in H and there is a unique operator φ(E) with domain Dφ such that

〈φ(E)f, g〉 =

∫
Ω

φ(ω)Ef,g(dw)

for all f ∈ Dφ and g ∈ H. Moreover, for each f ∈ Dφ we have

‖φ(E)f‖2 =

∫
Ω

|φ(w)|2Ef,f (dw)

(ii) If φ and ψ are measurable functions on Ω, we have:

D(φ(E)ψ(E)) = Dψ ∩ Dφ and φ(E)ψ(E) ⊂ (φψ)(E)

and consequently φ(E)ψ(E) = (φψ)(E) if, and only if, Dφψ = Dψ.

(iii) For each measurable function φ on Ω we have :

φ(E)∗ = φ̄(E) and φ(E)φ(E)∗ = |φ|2(E) = φ(E)∗φ(E)

We try to make this theorem clearer by means of the following example.

Example 3.2.5 Let µ be a non-negative measure on (Ω,B) such that the Hilbert space L2(Ω,B, µ)
is separable and let E be the resolution of the identity given by E(A)f = 1Af for all f ∈ H and
A ∈ B. Let φ be a measurable function on (Ω,B). We want to find φ(E) in this particular example.
We have that

〈φ(E)f, g〉 =

∫
Ω

φ(w)Ef,g(dw)

and that, for all f, g ∈ H, Ef,g is the measure on (Ω,B) defined by

Ef,g(A) = 〈E(A)f, g〉 = 〈1Af, g〉 =

∫
A

fḡdµ

thus we have that
φ(E)f = φf = Mφf

where Mφ is the multiplication operator on the domain Dφ given by

Dφ =

{
f ∈ H;

∫
Ω

|φ(w)|2|f(w)|2µ(dw) <∞
}
.
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This example shows that, when Ω is a Borel subset of C and B is the set of Borel subsets of
Ω, then we can view the operator φ(E) as the function φ of the operator H = φ0(E), being the
function φ0(w) = w, for all w ∈ Ω. In some sense, theorem 3.2.4 provides us with a functional
calculus for the self-adjoint operators of the form H = φ0(E). We shall later see that every
self-adjoint operator on the real line is of this form.

Numerous concepts from classical scalar valued measures remain meaningful for projection
valued measures. For example, if E is a resolution of the identity of H, we define the E-essential
range of a measurable function φ as the complement of the largest open subset U ⊂ C which
satisfies that E(φ−1(U)) = 0. The function φ is said to be essentially bounded if its E-essential
range is bounded, the E-essential supremum of φ being defined as the supremum of the |z| for
z in the E-essential range. It is verified that the spectrum of the operator φ(E), σ(φ(E)), for a
measurable function φ and a resolution of the identity, is nothing but the E-essential range of φ.

Definition 3.2.6 If µ is a non-negative σ-finite measure on (Ω,B), and if E is a subresolution
of the identity of H on (Ω,B), by the µ-essential support of E we will refer to any set A ∈ B
satisfying the following property: There exists A′ ∈ B with µ(A′) = 0 and E((A ∪ A′)c) = 0 such
that for all A′′ ∈ B, we have that E(A′′ ∩ A) = 0 if, and only if, µ(A ∩ A′′) = 0.

Note that all the µ-essential supports differ only by µ-negligible sets so we will talk of the
µ-essential support, even if the latter is not uniquely defined. Note also that this support does not
change when we replace µ by an equivalent measure, finite for example. Finally we will simply
talk about the essential support, without even mentioning µ, whenever Ω is the real line and µ is
the Lebesgue measure.

We now want to further explore the notion of the resolutions of the identity by using the
properties of scalar valued measures. More concretely, we will try to find the right analogy of the
Lebesgue decomposition of complex-valued measures in the case of resolutions of the identity. We
begin with a useful remark.

Let E1 and E1 be two subresolutions of the identity of H on (Ω,B), and let us assume that H
is the orthogonal direct sum of H1 = E1(Ω)H and H2 = E2(Ω)H. Then the function E defined
by E(A) = E1(A) + E2(A) for all A ∈ B is a resolution of the identity of H on (Ω,B) and by
theorem 3.2.4, for each measurable function φ on Ω, and for j = 1, 2 we have

Ej(Ω)D(φ(E)) ⊂ D(φ(E)) and φ(E)Hj ⊂ Hj,

which is another way of saying that the decomposition reduces the operator, since φ(E) commutes
with the projections Ej(Ω) on the spaces Hj and

D(φ(Ej)) = D(φ(E)) ∩Hj and φ(Ej)f = φ(E)f if f ∈ Hj.

Note that this tells us that the components of φ(E) on H1 and H2 are the operators φ(E1) and
φ(E2). This idea of decomposition will be applied in what follows.

Recall that each complex measure µ on (R,BR) has a decomposition

µ = µpp + µac + µsc,

being

• µpp a pure point measure (i.e. a sum of Dirac point masses).

• µac an absolutely continuous measure with respect to the Lebesgue measure.
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• µsc a singular continuous measure (continuous means that it has no point masses and sin-
gular means that it is carried by a set of zero Lebesgue measure).

This Lebesgue decomposition of the scalar measures µ suggests that, given a resolution of the
identity of H on (R,BR), say E, we may set

Hpp(E) = Hpp = {f ∈ H;Ef,f is pure point }.

Hac(E) = Hac = {f ∈ H;Ef,f is absolutely continuous }.

Hsc(E) = Hsc = {f ∈ H;Ef,f is singular continuous }.

These three subsets are mutually orthogonal closed subspaces that generate the whole Hilbert
space H,

H = Hpp ⊕Hac ⊕Hsc.

In fact we have that if f ∈ H, being f = f1 + f2 + f3 is the decomposition of f in the above
direct sum, and if Ef,f = µ1 + µ2 + µ3 is the Lebesgue decomposition of the measure Ef,f , then
necessarily Efj ,fj = µj, for j = 1, 2, 3.

If α stands for either pp, ac, or sc, we denote by πα the projection of H onto Hα and if, for f
and g in H and A ∈ BR, we set:

〈Eα(A)f, g〉 = (Ef,g)α (A),

where the left hand side is defined as the right hand side, then one readily checks that collections
{Eα(A);A ∈ BR} are resolutions of the identity of Eα(R)H = Hα, for α = pp, ac, sc respectively
and that

E = Epp + Eac + Esc.

Epp (resp. Eac, Esc) is a pure point (resp. absolutely continuous, singular continuous) subresolution
of the identity of H in the sense that, as f varies in H, all the scalar measures 〈Epp(·)f, f〉 (resp.
〈Eac(·)f, f〉 and 〈Esc(·)f, f〉) are pure point (resp. absolutely continuous, singular continuous).
For this reason, the above decomposition is called the Lebesgue decomposition of the resolution of
the identity E.

Consequently, for each measurable function φ, the operator φ(E) can be decomposed in three
parts, φ(Epp), φ(Eac) and φ(Esc). In the particular case when H = φ0(E), we have three self-
adjoint operators Hpp = φ0(Epp), Hac = φ0(Eac), and Hsc = φ0(Esc) which are called the pure point
part, absolutely continuous part and singular continuous part of the operator H. Their spectra
are denoted by σpp(H), σac(H) and σsc(H), and are called the pure point spectrum, absolutely
continuous spectrum and the singular continuous spectrum of H. Notice that

σ(H) = σpp(H) ∪ σac(H) ∪ σsc(H),

but these sets need not to be disjoint. Sometimes σc(H) = σac(h)∪ σsc(H) will be referred as the
continuous part of the spectrum.

Remark 3.2.7 In many texts σpp(H) stands for the set of eigenvalues of H, while for us it actually
denotes the closure of this set. The problem with defining σpp as the set of eigenvalues eigen(H)
is that it is not true in general that eigen(H) ∪ σc(H) = σ(H).
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Finally, we introduce another distinction between the elements of the spectrum of an operator
H. The essential spectrum of an operator H, σess(H) is defined as the (closed) subset of the
spectrum whose elements are the real numbers λ such for which the rank of the spectral projection
E((λ − ε, λ + ε)) is infinite for all ε > 0. The complementary of this set in the spectrum, which
we shall call the discrete spectrum, will be denoted by σdisc(H)

Up to now we have seen that we could associate a self-adjoint operator φ0(E) to each resolution
of the identity E of H on (R,BR). Now we seek for a converse of this result. It goes under the
name of the spectral theorem for self-adjoint operators.

Theorem 3.2.8 (Spectral Theorem for self-adjoint operators, [14]) A densely defined op-
erator H on H is self-adjoint if, and only if, there exists a resolution of the identity of H on (R,BR),
say E, such that H = φ0(E).

Proof: We have already proved one implication. The proof for the other one goes as follows.
For each f ∈ H, the function

Φf (z) = −〈(H − zI)−1 f, f〉

is defined and analytic outside the spectrum of H (which is a closed subset of the real line, due
to the self-adjointness of H), and in particular it is analytic on Π+, the upper open complex
half-plane. The resolvent identity gives

−2Im z
∥∥(H − zI)−1 f

∥∥2
= 2iIm 〈(H − zI)−1 f, f〉

which shows that the imaginary part of Φf is non-negative in the upper half-plane and, con-
sequently, it is a Herglotz function. The representation theorem for these functions gives the
existence of a finite non-negative measure µf on R such that

〈(H − zI)−1 f, f〉 =

∫
R

1

λ− z
dµf (λ), z ∈ Π+.

Now, for f and g in H, we set:

µf,g =
1

4
(µf+g − µf−g + i (µf+ig − µf−ig))

and we get

〈(H − zI)−1 f, g〉 =

∫
R

1

λ− z
dµf,g(λ), z ∈ Π+.

Now the uniqueness part of the representation theorem for Herglotz functions gives that for each
Borel set A in R the function (f, g) 7→ µf,g(A) is linear in f and anti-linear in g, and therefore
there is a linear map E(A) from H into itself such that 〈E(A)f, g〉 = µf,g(A) for all f and g in
H. The map E defined in this way satisfies that E(A) is an orthogonal projection and that the
collection {E(A);A ∈ BR} is a resolution of the identity of H such that φ0(E) = H. �

3.2.3 Some Spectral theory of 1D Schrödinger operators

We shall now apply the definition and results of the previous section (and introduce some more
specific ones) to the one-dimensional Schrödinger equation, which we recall

−x′′ + V (t)x = 0.
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In our case the potential function is V (t) = Q(ωt+φ), but the discussion in this subsection holds
for much more general functions. We reserve, thus, the notation q for a quasi-periodic potential
and V for a general one-dimensional potential. Then the operator

Hf = H0f + V f = −f ′′ + V f

can be defined on C∞c (R) by means of the usual derivative. This operator is clearly symmetric.
Indeed,

〈Hf, g〉 =

∫
R

(−f ′′(t) + V (t)f(t)) g(t)dt = −
∫
R

f ′′(t)g(t)dt+

∫
R

V (t)f(t)g(t)dt.

On the other hand ∫
R

(f ′′(t)g(t)− f(t)g′′(t)) =

∫
R

(f ′g − fg′)′ dt = 0,

because both f and g are of compact support.
Here we have chosen H to be L2(R, dt), but this choice is by no means irrelevant. Indeed, the

existence of self-adjoint extensions and the spectrum depend strongly on the Hilbert space chosen.
More precisely it depends on the existence and properties of the L2-solutions of the eigenvalue
equation

−f ′′ + V (t)f = λf (3.10)

with λ ∈ C. We devote this section to investigate the existence of these solutions, a knowledge
that will supply us with the essential self-adjointness of the Schrödinger operator with bounded
potential.

First properties. The limit point and the limit circle case. Essential self-adjointness

The first important result will be the following

Lemma 3.2.9 ([14], [17]) If Im λ 6= 0 then at least one solution of the eigenvalue equation
(3.10) is square integrable near +∞ and at least one solution is square integrable near −∞.
Moreover, if for some λ ∈ C two linearly independent solutions of (3.10) are square integrable
near +∞ (resp. −∞), then for all λ ∈ C, all the solutions of (3.10) are square integrable near
+∞ (resp. −∞)

Proof: The proof of the first statement will be proved below, in the discussion of Weyl’s m-
functions. Let us now prove the second statement. Let λ0 ∈ C and let ϕ1 and ϕ2 be two linearly
independent solutions of the eigenvalue equation (3.10) with λ = λ0 which are square integrable
near +∞, and assume (scaling if necessary) that their Wronskian is 1. If ϕ is a solution of (3.10)
with λ = λ1, for some λ1 ∈ C, then we have(

− d2

dt2
+ V − λ0

)
ϕ = (λ1 − λ0)ϕ

and thus,

ϕ(t) = c1ϕ1(t) + c2ϕ2(t) + (λ1 − λ0)

∫ t

c

(ϕ1(t)ϕ2(s)− ϕ1(s)ϕ2(t))ϕ(s)ds
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for some constants c1 and c2. Using the notation

‖f‖[a,b] =

(∫ b

a

|f(s)|2ds
) 1

2

and the Schwartz inequality one gets

|ϕ(t)| ≤ |c1||ϕ1(t)|+ |c2||ϕ2(t)|+M |λ1 − λ2| (|ϕ1(t)|+ |ϕ2(t)|) ‖ϕ‖[c,t],

provided that M is chosen so that ‖ϕ1‖[c,+∞), ‖ϕ2‖[c,+∞) < M . Hence we have

‖ϕ‖[c,t] ≤ (|c1|+ |c2|)M + 2M2|λ1 − λ0|‖ϕ‖[c,t],

from which
‖ϕ‖[c,t] ≤ 2 (|c1|+ |c2|)M,

provided that c is chosen large enough so that 4M2|λ1−λ0| < 1. This completes the proof, leaving
the first part for later on. �

This result leads us to an important definition:

Definition 3.2.10 The potential function V is said to be in the limit circle case at +∞ (resp.
−∞) if for some (and hence for all) λ ∈ C, all the solutions of the eigenvalue equation (3.10) are
square integrable near +∞ (resp. −∞). Otherwise it is said to be in the limit point case.

In order to prove the essential self-adjointness we will do the following assumption, which is
typical in the context of Schrödinger operators with bounded potential. We will assume that V is
a measurable real function such that there exist constants a > 0 and C > 0 satisfying

V (t) ≥ −a(t2 + 1), |t| > C. (3.11)

This condition is satisfied when V (t) is bounded, which is the case if V (t) = Q(ωt + φ), being Q
continuous on Td. Assuming (3.11) we can prove the following results which will lead us to the
essential self-adjointness of Schrödinger operators with potentials satisfying (3.11).

Lemma 3.2.11 ([14], [17]) Assumption (3.11) implies that for any λ ∈ C, any solution ψ of the
eigenvalue equation (3.10) which is square integrable near +∞ (resp. −∞) necessarily satisfies:∫ +∞ |ψ′(t)|2

t2
dt <∞ (resp.

∫
−∞

|ψ′(t)|2

t2
dt <∞ )

Proof: Our assumptions imply that, for any t1 < t, large enough, there exists a positive
constant c such that∫ t

t1

ψ′′(s)ψ(s)

s2
ds =

∫ t

t1

(V (s)− λ)ψ(s)ψ(s)

s2
ds ≥ −c

∫ +∞

t1

|ψ(s)|2ds

Integrating by parts the left part of the equation we get

−ψ
′(t)ψ(t)

t2
+

∫ t

t1

ψ′(s)

s2
ds− 2

∫ t

t1

ψ′(s)ψ(s)

s3
ds ≤ c′
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for some constant c′ > 0. Using Schwartz inequality to control the right most term of the previous
equation we get

−ψ
′(t)ψ(t)

t2
+ h(t)− c2

√
h(t) ≤ c1

if we set

h(t) =

∫ t

t1

|ψ′(s)|2

s2
ds

and being c1 and c2 two positive constants. We now conclude that h(t) cannot converge to +∞
when t→ +∞, because this would imply that ψ′(t)ψ(t) ≥ t2h(t)/2 for t large enough. The latter
would mean that ψ(t) and ψ′(t) have the same sign for t large, and this is a contradiction with
the square integrability of ψ. �.

As an important corollary we have

Corollary 3.2.12 Assumption (3.11) implies that for any λ ∈ C one cannot have two linearly
independent solutions which are both square integrable near +∞ (resp. −∞).

Proof: Let ϕ and ψ be linearly independent solutions of (3.10). We assume that their Wron-
skian is 1. Then

1

t
= ϕ(t)

ψ′(t)

t
− ψ(t)

ϕ′(t)

t
(3.12)

and if we assume that ϕ and ψ are linearly independent solutions of (3.10) both square integrable
at +∞, then this is a contradiction, because of the lemma, that implies that the right hand side
(and therefore also the left one) of equation (3.12) is integrable by Schwartz inequality. This is a
contradiction, since 1/t is not integrable around +∞. �

This last corollary directly implies the essential self-adjointness of the operator H either in the
whole or in the half line (see [14]):

Theorem 3.2.13 ([14]) Assumption (3.11) implies that the operator H is essentially self-adjoint
on C∞c (R).

It will happen quite often that one solution of the eigenvalue equation decays exponentially at
+∞ or −∞. This is typically the case when the energy λ is in the resolvent set of the operator H.
In any case one can use the Wronskian to show that every other linearly independent solution has
to explode exponentially. This corresponds to the already met notion of exponential dichotomy
which we saw in past chapters. It can be useful to have a more general notion

Definition 3.2.14 A non-zero solution φ of the eigenvalue equation Hf = λf is said to be
subordinate at +∞ if, and only if, any solution ψ which is linearly independent of φ satisfies

lim
t→+∞

‖φ‖[0,t]

‖ψ‖[0,t]

= 0

and a notion of subordinacy of a solution at −∞ is similarly defined.
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Green’s and Weyl’s m functions

This subsection is devoted to the introduction of two objects, the so-called Weyl’s m functions
(also called Weyl-Titchmarsch) and Green’s functions for the Schrödinger operator H on a half
axis or on the whole real line R.

Recall that we still must prove that if Im λ 6= 0, then the equation

−x′′ + (V (t)− λ)x = 0 (3.13)

has one solution which is in L2(0,+∞) and another solution which is in L2(−∞, 0). The arguments
here are taken from [17]. Let ϕ and ψ be two solutions of (3.10) which satisfy that

ϕ(0, λ) = sinα, ϕ′(0, λ) = − cosα (3.14)

ψ(0, λ) = cosα, ψ′(0, λ) = sinα, (3.15)

where 0 ≤ α < π. Then, clearly, ψ and ϕ are two linearly independent solutions with Wronskian
one. Moreover, due to the theory of dependence on initial conditions, they are entire in the
parameter λ and continuous in the couple (t, λ). These solutions at zero satisfy

cosαϕ(0, λ) + sinαϕ′(0, λ) = 0

sinαψ(0, λ)− cosαψ′(0, λ) = 0.

We would like to see how other solutions of this system are expressed in terms of these two
solutions. This is how Weyl’s m-functions appear. Let’s be more precise. Let χ be another
solution of equation (3.13). Then, unless χ is identically ψ, it is, up to a multiple constant, of the
form

χ = ϕ+mψ,

for some complex constant m which obviously depends on λ but not on t. Instead of considering
our problem on the whole half-line (0,+∞) (resp. (−∞, 0)) or even in R, we will try to understand
it first in a bounded sub-interval. To this end we fix an element b ∈ (0,+∞), we consider the
boundary condition

cos βχ(b, λ) + sin βχ′(b, λ) = 0 (3.16)

and ask what must m be like in order that the previous equation is satisfied, for a fixed 0 ≤ β < π.
Clearly m must satisfy that

m = − cot βϕ(b, λ) + ϕ′(b, λ)

cot βψ(b, λ) + ψ′(b, λ)
.

As λ, b and β vary, m becomes a function of all these arguments, m = m(λ, b, β), and since ϕ, ϕ′,
ψ and ψ′ are entire on the parameter λ, it follows that m is meromorphic in λ and real for real λ.
This is reminiscent of homographic transformations in the complex plane. To see this clearer, we
write z = cot β and, if (λ, b) are kept fixed, the previous equation for m becomes

m = −Az +B

Cz +D
(3.17)

where the constants (with obvious definition) are fixed. If z varies over the real line this means
(undoing the change for β) that β varies from 0 to π. From the properties of equation (3.17), the
real axis of the complex z-plane has as its image a circle Cb in the complex m-plane. This means
that a solution χ will satisfy the additional boundary condition if, and only if, m lies on the circle
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Cb, a circle which can be expressed by means of the constants A, B, C and D. Indeed, by simple
transformations, the center of this circle is

m̃b =
AD̄ −BC̄
DC̄ − CD̄

and the radius is

rb =
|AD −BC|∣∣DC̄ − CD̄∣∣ .

Undoing the changes for the constants A,B,C and D, it is readily seen that the equation of Cb
can also be written as

W (χ, χ̄) (b) = 0,

and that the center and radius can also be expressed as follows

m̃b = −
W
(
ϕ, ψ̄

)
(b)

W
(
ψ, ψ̄

)
(b)

rb =
1∣∣W (

ψ, ψ̄
)

(b)
∣∣ .

Moreover, the interior of the circle Cb in the complex m-plane is given by

W (χ, χ̄) (b)

W
(
ψ, ψ̄

)
(b)

< 0.

Now we recall Green’s formula, namely,∫ t2

t1

(
(Hf)ḡ − f(Hg)

)
dt = (W (f, ḡ)(t2)−W (f, ḡ)(t1))

(this is the reason for H being defined as −d2/dt2 + V (t) instead of d2/dt2 + V (t)) from which we
can conclude that

W (ψ, ψ̄)(b) = 2i(Im λ)

∫ b

0

|ψ|2dt

and

W (χ, χ̄)(b) = 2i(Im λ)

∫ b

0

|χ|2dt+W (χ, χ̄)(0).

Since by definition of m, W (χ, χ)(0) = −2iIm m, the last equation reads

W (χ, χ̄)(b) = 2i(Im λ)

∫ b

0

|χ|2dt+ 2iIm m

and the equation for the interior of the circle becomes∫ b

0

|χ|2dt < Im m

Im λ
,

provided Im λ 6= 0. Therefore points m are on Cb if, and only if,∫ b

0

|χ|2dt =
Im m

Im λ
,

and under the same hypothesis the radius rb is given by

1

rb
= 2Im λ

∫ b

0

|ψ|2dt. (3.18)
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Now let 0 < a < b < +∞. Then if m is inside or on Cb∫ a

0

|χ|2dt <
∫ b

0

|χ|2 ≤ Im m

Im λ

which implies that m is inside Ca and therefore Ca contains the interior of Cb if a < b. This means
that keeping λ fixed, with Im λ > 0, and letting b→∞, the circles Cb converge either to a circle
C∞ or to a point m∞. We now discuss these two possibilities.

If the Cb converge to a circle, then its radius r∞ = lim rb is strictly positive and, from the
expression of the radius (3.18), we get that ψ ∈ L2(0,+∞). If m̂∞ is any point on this limit circle
C∞, then, as showed above, m̂∞ is Cb for any b > 0, hence∫ b

0

|ϕ+ m̂∞ψ|2 dt <
Im m̂∞
Im λ

which, letting b→∞, it implies that φ+ m̂∞ψ belongs to L2(0,+∞). The same argument holds
if m̂∞ reduces to the point m∞ (that is, if we are in the second of the alternatives).

Therefore, if Im λ 6= 0, there always exists a solution of Hf = λf which is of class L2(0,+∞).
The difference between these cases is that when Cb → C∞ converge to a circle then all solutions
are of class L2(0,+∞) for Im λ 6= 0, because both ψ and ϕ+ m̂∞ψ are so, and this is the reason
for the name limit circle case. On the other hand, when Cb → m∞, the result lim rb → 0 implies
that ψ is not of class L2(0,+∞) and, therefore, in this case there is only one linearly independent
solution belonging to L2(0,+∞) for Im λ 6= 0 which is precisely φ+m∞ψ. This is the justification
for the name limit point case.

Summing up, we have proven the following

Theorem 3.2.15 ([17]) If Im λ 6= 0 and if ϕ and ψ are the linearly independent solutions of
Hf = λf satisfying the conditions (3.14), then the solution χ = ϕ+mψ satisfies the real boundary
condition (3.16) if, and only if, m lies on a circle Cb in the complex plane whose equation is

W (χ, χ̄)(b) = 0.

As b → ∞ either Cb → C∞, a limit circle, or Cb → m∞, a limit point. All the solutions
of Hf = λf belong to L2(0,+∞) in the former case, and if Im λ 6= 0, exactly one linearly
independent solution is L2(0,+∞) in the latter case. Moreover, in the limit-circle case, a point is
on the limit circle C∞(λ) if, and only if, W (χ, χ̄)(∞) = 0. �.

In the limit-point case, if m is any point on Cb, then m→ m∞, the limit point, and this holds
independently of the choice of β in the boundary condition (3.16). In particular, this will hold
when β = 0, and thus the limit point is given by

m∞(λ) = lim
b→+∞

ϕ(b, λ)

ψ(b, λ)

Definition 3.2.16 We call Weyl’s m-function, m = m(λ), for Im λ 6= 0 associated to the equa-
tion Hf = λf the previous limit.

The following result gives the analyticity of the m-function
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Theorem 3.2.17 ([14], [17]) In the limit point case, the limit point m(λ) is an analytic function
of λ in the upper half plane Π+ and in the lower half plane Π−. Im m(λ) > 0 for Im λ > 0 and
if m(λ) has zeros or poles in the real axis, the latter are simpler.

Proof: From the expression of the radius and the center in terms of ϕ and ψ it turns out that
these objects for the circle C1 are continuous functions of λ whenever Im λ > 0. Thus, since Cb
is in the interior of the disk C1 if b > 1, it follows that if λ is restricted to a compact set K in
Π+, then the points m = m(λ, b, β) on Cb are uniformly bounded when b → ∞. The functions
mb(λ, β) = m(λ, b, β), as they are meromorphic and bounded, they are analytic in K. Hence, by
Cauchy’s theorem they form an equi-continuous set on K, and mb converges uniformly to m∞.
Being the uniform limit of analytic functions, m∞ itself is analytic on K, and hence on Π+.

Since m∞ is in the interior of Cb, it follows that Im m∞ > 0 on Π+. This also proves that if
m∞ has zeros or poles on the real axis, then they are simple (in the case of poles) and that the
poles have negative residue. �.

We already know that in the cases we are interested in, that is, in quasi-periodic potentials,
the imaginary points Im λ 6= 0 are always in the resolvent set. It may happen (and it fact in our
examples it will happen) that there are open subsets in the real line which belong to the resolvent
set (quite typically the spectrum will be a Cantor subset of the real line). If this is the case, one
would like to know to what extend are Weyl’s m-functions extendable through these holes or gaps
in the spectrum. The following theorem shows some light on this problem

Theorem 3.2.18 ([33]) If λ ∈ R, then the eigenvalue equation Hf = λf has a subordinate
solution at +∞ if, and only if, either the boundary limit m(λ + i0) exists as a finite real number
(in which case χ is subordinate at +∞) or if limε→0+ |m(λ + iε)| = +∞ (in which case ψ is
subordinate at +∞).

We will come back on this question later on, when referring to the case of Schrödinger equation
with quasi-periodic potential.

In the above discussion of the m-function, the dependence of m on the endpoint a and the
boundary condition α was not considered. From now on we will restrict the notation mα(λ) to the
case a = 0 and the notation m(λ) to the case α = π/2. In this case we have that the boundary
conditions become

ϕ(a;λ) = 1, ϕ′(a;λ) = 0

ψ(a;λ) = 0, ψ′(a;λ) = 1,

and therefore ϕ(·, λ) and ψ(·, λ) are the normalized solutions at a. Therefore if, again, we denote
by χ a L2-solution at +∞, one sees that

m(a, λ) =
χ′(a)

χ(a)
. (3.19)

If we want to recover the m-function for the values of α at a we just have to use the following
easy relation

mα(a, λ) =
sinα +m(a;λ)cosα

cosα−m(a, λ)sinα

Moreover, we can change the potential performing a shift t 7→ V (t + s), for a fixed s to recover
the value of the Weyl’s m-functions for other values of the initial boundary condition a. Thus if,
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for Im λ 6= 0, we denote by χ(t, λ) the only solution of Hχ = λχ which is square integrable near
+∞ and has value 1 at zero, then we can restate the equation (3.19) by

χ(t, λ) = exp

(∫ s

0

m(s, λ)ds

)
.

This solution implies also that the m-function m = m(t, λ) is a solution of the following Ricatti
equation

d

dt
m(t, λ) +m(t, λ)2 = V (t)− λ. (3.20)

This Ricatti equation will be of fundamental importance when speaking about the reducibility on
the resolvent set in Schrödinger equation with quasi-periodic potential.

We now introduce a useful object to study the structure of the operator H: Green’s function.
To this end, recall that, associated to the boundary-value problem

Hx = λx

sinαx(a)− cosαx′(a) = 0

cos βx(b) + sin βx′(b) = 0,

and for any λ in the resolvent set (that is for any λ such that the operator H − λI on the space

L2([a, b]) has a bounded inverse), there is a Green function, G
[a,b]
α,β (s, t;λ), which is defined as the

integral kernel of the resolvent of the operator Hλ = H − λI in [a, b] with boundary phases α and

β. More precisely, the operator H
[a,b]
α,β defined by Hf = −f ′′ + V f on the space of functions f on

[a, b] satisfying the above boundary conditions is essentially self-adjoint and the resolvent operator
of its unique self-adjoint extension has an integral kernel given by the Green’s function

G
[a,b]
α,β (s, t;λ) =

 ψ(s, λ)
(
ϕ(t, λ) +m

[a,b]
α,β (λ)ψ(t, λ)

)
(s ≤ t)

ψ(t, λ)
(
ϕ(s, λ) +m

[a,b]
α,β (λ)ψ(s, λ)

)
(s > t)

,

and, if we are in the limit-point case, we may let b go to +∞ so that m
[a,b]
α,β (λ) converges to mα(a, λ),

irrespectively of the possible values of the angle β. Then G
[a,b]
α,β converges to the function

G[a,+∞)
α (s, t;λ) =

{
ψ(s, λ) (ϕ(t, λ) +mα(a, λ)ψ(t, λ)) (s ≤ t)
ψ(t, λ) (ϕ(s, λ) +mα(a, λ)ψ(s, λ)) (s > t)

and this is also an integral kernel for the resolvent operator defined by H on the subspace of
L2(a,+∞) satisfying the boundary conditions at the left endpoint.

Note that in both cases (b < +∞ and b = +∞), Green’s function value at (s, t) with t > s
can be computed by multiplying the value of any solution of the eigenvalue equation Hf = λf
which satisfies the boundary condition at the left endpoint of the interval by the value of any
solution satisfying the boundary condition at the right endpoint and dividing the product by the
Wronskian of these two solutions. In this interpretation, the boundary condition at infinity is
understood as the square integrability of the function. This last fact is general and this special
form of Green’s function can also be used in the case of the Schrödinger operator in the whole line
R.

We shouldn’t get the wrong impression that the spectrum of the Schrödinger operator (even in
the case of a quasi-periodic potential) does not depend on whether we are in the half-line problem
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or in the whole line problem, as this won’t usually be the case in our problems. To distinguish
between these problems we will use the superscript + (resp. −) to refer to objects in the context of
the Schrödinger operator on the positive (resp. negative) half-line, whereas the notation without
superscripts will refer to the operator defined on the whole line.

From the following theorems we will deduce the relationship between the spectra σ+, σ− and
σ, which are subsets of the real line.

Theorem 3.2.19 ([14]) The essential support of the various parts of the spectral measure σ+
α are

given by

(i) ess-supp σ+
α = R− {λ ∈ R; a subordinate solution exists, not satisfying the b.c. at zero}

(ii) ess-supp σ+
α,ac = {λ ∈ R; no subordinate solution exists}

(iii) ess-supp σ+
α,s = {λ ∈ R; a subordinate solution exists, satisfying the b.c. at zero}

(iv) ess-supp σ+
α,sc = {λ ∈ R; a subordinate solution exists, satisfying the b.c. at zero,

but it is not square integrable at +∞}

(v) ess-supp σ+
α,pp = {λ ∈ R; a subordinate solution exists, satisfying the b.c. at zero,

and it is square integrable at +∞}

where b.c. states for boundary condition.

For the essential support of the spectrum of the operator on the whole line we have the following

Theorem 3.2.20 ([14]) An essential support of σac is given by S+ ∪ S−, where

S± = {λ ∈ R; the eigenvalue equation has no subordinate solution at ±∞}

and an essential support for the singular component of σ is given by

Ss = {λ ∈ R; the eigenvalue equation has a solution subordinate both at +∞ and −∞}

3.2.4 Some spectral theory of 1D Schrödinger operators with quasi-
periodic potential

Now we turn to our case of interest

−x′′ + q(t)x = λx, (3.21)

being q a quasi-periodic function. We will review the concepts already seen for this particular
setup. As we will see, the particularities of our equation will result imply stronger properties
of the objects already defined. As we will use the properties of quasi-periodicity of the potential
q(t) = Q(ωt+φ), we will write q instead of V in order to stress this quasi-periodicity. Moreover, in
the sequel we will assume that Q is continuous and that the frequency vector ω ∈ Rd is rationally
independent, unless otherwise stated.
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The eigenvalue problem on the whole line revisited. Characterization of the spectrum

In this subsection, we plan to give a useful characterization of the spectrum of the operator H on
the whole line. It should be regarded as a nearly self-contained account of those results on the
eigenvalue problem on the whole line which will be heavily used in the sequel. Summing up what
we have seen in previous sections we have the following

Theorem 3.2.21 Consider the Schrödinger operator with quasi-periodic potential q, whose exten-
sion Q to Td is continuous and whose frequency vector is irrational. Let H be the corresponding
self-adjoint extension to L2(R). Then, for λ in the resolvent set, ρ(H), of this operator (and, in
particular, this is true for those λ with Im λ 6= 0) there exist two linearly independent solutions
χ+ and χ− which belong, respectively, to L2(0,+∞) and L2(−∞, 0).

Proof: For Im λ 6= 0 this has been proved in the previous section, in the discussion of Weyl’s
m-functions. Now assume that λ is real and belongs to the resolvent set. By definition, the
operator (H−λI) defined in some dense subset of L2(R), and therefore the only solution in L2(R)
of the eigenvalue problem (H − λI)f = 0 is zero.

We will use theorem 2.2.5 in a suitable formulation for our purposes.

Theorem 3.2.22 ([78], [45]) Suppose that the flow on the compact space Td is minimal (in
particular this is true is the frequency vector ω is rationally independent in the quasi-periodic
case) and that the function q is continuous and bounded. Then the system(

x(t)
x′(t)

)′
=

(
0 1

q(t)− λ 0

)(
x(t)
x′(t)

)
(3.22)

admits an exponential dichotomy if, and only if, all nontrivial solutions of the above system (3.22)
are not bounded in R.

As a first consequence, for Im λ 6= 0, the system satisfies an exponential dichotomy, because
we saw that there exist two linearly independent solutions, one in L2(0,+∞) and the other in
L2(−∞, 0). Now let Im λ = 0 in the resolvent set. We want to see that the system has an
exponential dichotomy, and to this end we must prove that the only solution which is bounded
is the trivial one. Let (ψ, ψ′) be a solution of the system (3.22) which is bounded by a constant
C in R. If this solution is non-zero, then it cannot belong to L2(R), because of the resolvent
assumption for λ. Thus, the limit

lim
T→+∞

∫ T

−T
|ψ(t)|2 dt = +∞

must hold. Now let gn a function in C∞c (R) with support in the interval [−n− 1, n+ 1] and value
1 on [−n, n]. Assume, moreover, that

sup
t∈R,n≥1

{|gn(t)|, |g′n(t)|, |g′′n(t)|} < C

for a constant C ′. Set

ψn(t) =
1

‖gnψ‖L2(R)

gn(t)ψ(t),

which defines a sequence of functions in C2
c (R) with L2(R)-norm one. Now it is satisfied that

−ψ′′n(t) + (q(t)− λ)ψn(t) =
−1

‖gnψ‖L2(R)

(g′′n(t)ψ(t) + 2g′n(t)ψ′(t)) ,
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and therefore

‖−ψ′′n + (q − λ)ψn‖L2(R) ≤
K

‖gnψ‖L2(R)

for a suitable constant K, because both g′n and g′′n are zero on (−n, n). This would mean that

lim
n→+∞

‖−ψ′′n + (q − λ)ψn‖L2(R) = 0

for a sequence of elements in C2
c (R) with L2-norm one. This is, using Weyl’s criterion 3.2.1, we

obtain a contradiction with the fact that H is a self-adjoint operator with domain D(H) = C∞c (R)
and λ ∈ R is in the resolvent set of this operator. This altogether gives the desired conclusion
that ψ must necessarily be zero. This implies that the system has an exponential dichotomy and,
because of the volume preservation the invariant bundles V+ and V− have both dimension one.
Therefore the corresponding solutions are linearly independent. These solutions are clearly in
L2(0,+∞) and L2(−∞, 0) respectively, because of the exponential bounds around +∞ and −∞.
�

Note that we have thus proved the core points of the following important result, which is the
characterization of the spectrum for the whole line operator that we will use:

Corollary 3.2.23 Assume that the potential V is of the type V (t) = Q(τ(t;φ)), where Q : Y → R

is continuous, Y is a compact space and τ(·; ·) : R×Y → Y is a minimal flow (in particular this is
true for quasi-periodic equations). Then a value λ is in the resolvent set of the Schrödinger operator
H on the whole real line if, and only if, the two-dimensional system (3.22) has an exponential
dichotomy.

Proof: We have already seen in the previous proof that if λ was in the resolvent set, either
real or complex, then the system had an exponential dichotomy. Now we must see the converse,
namely, that if system (3.22) has an exponential dichotomy for λ ∈ C, then λ is in the resolvent
set of the operator H on L2. If Im λ 6= 0 then there is nothing to prove, as these points are always
in the resolvent set. If λ is real and the system has an exponential dichotomy, we are going to use
the splitting given by the dichotomy to give an integral kernel (a Green’s function) for the inverse
of the operator. Let χ+ and χ− be linearly independent solutions of the Schrödinger equation
which are in L2(0,+∞) and L2(−∞, 0) respectively. For simplicity let us take the Wronskian
equal to one. Let

G(s, t;λ) =

{
χ−(s)χ+(t) for s ≤ t
χ−(t)χ+(s) for s > t

We have that
|G(s, t;λ)| ≤ C(λ) exp(α(λ)|t− s|),

because the exponential dichotomy imposes a certain rate of decrease of χ+ and χ−. Hence, we
have that the operator

(Tψ)(t) =

∫
R

G(s, t;λ)ψ(s)ds

is a bounded linear map from L2(R) to itself (see, for instance, [74]) and satisfies

(H − λI)Tψ = ψ

for all ψ ∈ C∞c (R), and thus for all ψ ∈ L2(R). �
In the case of quasi-periodic potentials with continuous extensions to Td we have the following
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Corollary 3.2.24 The spectrum of the Schrödinger operator on L2(R) with potential V (t) =
Q(ωt + φ), where Q : Td → R is continuous and ω is rationally independent, does not depend on
the initial phase φ on the torus Td.

Proof: If ω is rationally independent, the exponential dichotomy extends all over Td by 2.2.5,
and by the previous characterization of the spectrum, the result follows. �

Remark 3.2.25 Here we have used that Q is continuous, although corollaries 3.2.23 and 3.2.24
are also true if the flow defined by equations (3.22) is only continuous on R2 × Td.

With these useful properties of the spectrum, we can now proceed to a more detailed description
of the special features of Schrödinger equation with quasi-periodic potential.

Weyl’s and Green functions in the resolvent set and their extensions to Td

In the previous subsection we defined Weyl’s m-functions for the Schrödinger equation and λ in
the set Im λ 6= 0. Recall that these functions, taking the customary boundary conditions a = 0
and α = π/2 were defined as

m+(t;λ) =
χ′+(t;λ)

χ+(t;λ)

where we write the underscript + for the eigenvalue problem on the positive line, that is, when
χ+ is square integrable at +∞ and satisfies the boundary conditions at zero. The reason for such
a distinction is that one may (and should) also consider the problem on the negative half-line,
which will be denoted by the underscript −, and the corresponding Weyl’s m-functions, given by

m−(t;λ) =
χ′−(t;λ)

χ−(t;λ)
,

where χ− is the solution of (3.21) satisfying the boundary condition at zero and being square
integrable at −∞.

Recall that for real λ belonging to the resolvent set there also exist real solutions χ+ and χ−
square integrable at +∞ and −∞ respectively and satisfying the boundary condition at zero. So
it would be nice to define the functions m+ and m− for λ in this set. The problem is that, if λ is
real, the solutions χ±(·;λ) have zeroes, and therefore we cannot define m± as above.

However, as χ± are real functions for real λ in the resolvent set, from the following transfor-
mation

m± 7→ m̃± =
m±

1 + im±
=

χ′±
χ± + iχ′±

we get a transformed m-function with no singularities. A more elegant way to express this is to
say that the m functions take values in the projective space P1(C), for λ in the resolvent set. We
will also say that m± is a projective coordinate on the resolvent set. When we want to work in C
(and this will we done whenever we have to do some calculus) we will use the following notation.
We say that a function m belongs to the class FP , where F stands for some class of functions,
(for instance continuous on R, or analytic quasi-periodic) if there exist complex constants a, b, c, d,
with ad− bc = 1 such that

am+ b

cm+ d
∈ F .
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With the above projectivization we have thus a flow on P1(C) × Td, for Im λ 6= 0, given by
the following Ricatti equation

d

dt
m(t;λ) +m(t;λ)2 = −λ+Q(θ), θ′ = ω. (3.23)

By a theorem of Scharf ([79], [65]), in the quasi-periodic case, the functions m±, for Im λ 6= 0,
are also quasi-periodic with the same frequency vector ω. That is, there exist unique continuous
functions M±(·, λ) : Td → P

1(C) such that

m±(t, λ, φ) = M±(ωt+ φ;λ),

where φ is the initial phase for θ. Moreover, for Im λ 6= 0, these extensions are given by

M±(φ;λ) =
χ±
′(0;λ, φ)

χ±(0;λ, φ)

where, again, we wrote χ(·; ·, φ) to stress the dependence on the initial phase on the torus Td.
The mentioned theorem by Scharf just states the continuity of the functions M± defined on

the torus. Nevertheless, it is also true that these functions have always directional derivatives in
the direction of ω, so that we can write down the Ricatti equation (3.23) for these extensions

DωM±(θ;λ) +M±(θ;λ)2 = −λ+Q(θ), θ′ = ω. (3.24)

In the case when the extension Q of the quasi-periodic function q is smooth, this smoothness
will imply a greater regularity of the extensions M± as it is stated by the following theorem:

Theorem 3.2.26 ([65]) Let F = Dα(ω) (where , from now on, Dα(ω) will stand for the set of
quasi-periodic functions with frequency ω ∈ Rd whose extension to the d-dimensional torus is of
class Cα ) for α = r,∞, a. If q ∈ F and if λ is in the resolvent set ρ(λ) then the functions

m = m± ∈ FP .

More precisely, m± ∈ F and m̃± ∈ F for Im λ 6= 0 and Im λ = 0 respectively.

This theorem gives, as corollary, reducibility in the resolvent set, as we shall see in section 3.4.
Proof: We shall indicate the proof for the case Im λ 6= 0 and the differences between this case

and the other.
The result will follow from a series of results. The first step is to state conditions under

which we can prove that a continuous function on the d-dimensional torus, which has directional
derivatives in the direction ω (a condition written as M ∈ C0

ω(Td)), and satisfying an equation of
the type

DωM + P (A,M) = 0, P (A,M) = A0 + A1M +
1

2
A2M

2, (3.25)

where Ai, for i = 1, 2, 3, are complex valued functions on Td, can be continued in a neighbourhood
to other functions of the same type. More precisely we have the following

Lemma 3.2.27 ([65]) Suppose M ∈ C0
ω(Td) and A = (A0, A1, A2) satisfy (3.25) and

Re [A1 + A2M ]
Td
6= 0,

where [·] stands for the average of a function on the torus. Then there exists a neighbourhood U
of A in C0 × C0 × C0 and a unique analytic map

Φ : U → C0
ω(Td), Φ(A) = M

such that N = Φ(B) satisfies the equation DωN + P (B,N) = 0 for all B ∈ U .

53



Sketch of proof of the lemma: The Lemma follows from an application of the Implicit
Function Theorem in Banach Spaces. Consider the analytic map from C0 × C0 × C0 × C0

ω into
C0 given by

(B0, B1, B2, N) 7→ DωN + P (B,N)

which vanishes at A. The only point to check is that its first partial derivative with respect to N
at N = M , that is, the linear map taking X ∈ C0

ω into

DωX + (A1 + A2M)X = G

on C0 has a bounded inverse if the conditions of the lemma are satisfied. The bound comes from
an application of the theorem on averages for continuous mappings of the torus, and the bound
for |Re [A1 + A2M ]| gives a bound for the inverse of the above linear mapping, which completes
the proof of the lemma. �

The second step is to use the previous result to deduce the regularity of the solutions of
equation (3.24).

Lemma 3.2.28 ([65]) If A and M satisfy the hypothesis of lemma 3.2.27 and

A ∈ Cα(Td), for α = r,∞, a,

then also
M ∈ Cα(Td).

Proof of the lemma: This regularity result follows easily from lemma 3.2.27, since Φ is
analytic in a neighbourhood of A. Let’s do the case r = 1, for instance. Let A ∈ C1(Td) and let
θ̂k denote the k-th unit vector. Then

M(θ + tθ̂k) = Φ
(
A(θ + tθ̂k)

)
is well defined for t small because of the lemma and it is continuously differentiable

d

dt
M(θ + tθ̂k)|t=0 = Φ′(A)

∂

∂θk
A(θ),

showing that M ∈ C1(Td). To show analyticity, the Cauchy-Riemann equations are checked by
the same method. �

Now we can finish the proof of theorem 3.2.26
For Im λ 6= 0, the extension M = M± of m = m± is a solution of the Ricatti equation (3.24)

which corresponds to the choice

A0 = Q− λ, A1 = 0 A2 = 2

in equation (3.25). Assume Im λ > 0 and the case Im λ < 0 follows similarly. Then, by the
ergodicity of the flow

Re [A1 + A2M ] = 2Re [M ] = Re [m] < 0

because m(t, λ) is a Herglotz function and therefore has negative real part in the upper plane and
hence negative average. This completes the proof when Im λ 6= 0, as lemma 3.2.28 can be applied.

For Im λ = 0 and λ in the resolvent set, we consider, as before,

m̃ =
χ′

χ+ iχ′
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for which one checks that it satisfies the Ricatti equation

m̃′ +

(
a0 + a1m̃+

1

2
a2m̃

2

)
= 0

with
a0 = λ− q, a1 = 2i(q − λ), a2 = 2(q − λ) + 2.

Moreover, m̃ ∈ D0(ω), for the same arguments (due to Scharf) as for Im λ 6= 0. Hence m̃ extends
to a function M̃ ∈ C0

ω(Td) which satisfies the equation

DωM̃ +

(
A0 + A1M̃ +

1

2
A2M̃

2

)
= 0,

being Aj the extensions to Td of aj, for j = 1, 2, 3 respectively. In order to prove the theorem it
suffices to show that [A1 + A2M̃ ] = [a1 + a2m̃] has non-zero real part. To this end, notice that

a1 + a2m̃ = 2
(χ+ iχ′)′

χ+ iχ′
,

and therefore, by the ergodicity,

[a1 + a2m̃] = lim
T→∞

2

T

∫ T

0

(χ(s) + iχ′(s))′

χ(s) + iχ′(s)
ds.

Since χ, χ′ do not vanish simultaneously (this is an easy consequence of Sturmian theory), we can
write

χ(s) + iχ′(s) = exp(f(s))

for a suitable function f ∈ Cα(R). Then the above limit can be expressed as

lim
T→∞

2

T

∫ T

0

f ′(s)ds = lim
T→∞

2 (f(T )− f(0))

T

so that

Re [A1 + A2M̃ ] = lim
T→+∞

2
ln |χ(T ) + χ′(T )|

T
< 0

because of the exponential dichotomy in the resolvent set. �.
So, for each λ the resolvent set, we have defined a map

M : θ ∈ Td 7→M(θ;λ) ∈ P1(C)

which is of the same kind of regularity as Q, and such that Weyl’s m functions are of the form
m(t;λ, φ) = M(ωt + φ;λ) for all φ ∈ Td and t ∈ R. A similar study can be done for the Green’s
functions in the resolvent set for the eigenvalue problem either in the half or in the whole line.
Recall that, in our case, these functions could be written as

G(s, t;λ) =
χ+(t, λ)χ+(s, λ)

W (χ+(·, λ), χ−(·, λ))
, for s ≤ t

so

G(t, t;λ) =
χ+(t, λ)χ+(t, λ)

W (χ+(·, λ), χ−(·, λ))
=

1

m−(t;λ)−m+(t;λ)
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and this last expression always makes sense, because m− − m+ is never zero in the resolvent
set. Indeed, if Im λ 6= 0, this is true, because in this set the imaginary parts of m− and m+

have different signs and are not zero. For real λ in the resolvent set we have an exponential
dichotomy due to the already mentioned results and we have that, for some t, m−(t;λ) = m+(t, λ)
is equivalent to that

χ+(t;λ)χ′−(t;λ)− χ′+(t;λ)χ−(t;λ) = 0

which is the Wronskian. This cannot be zero, because χ+ and χ− are linearly independent solu-
tions, since they correspond to the two bundles that give the exponential dichotomy.

We finish this subsection with a proposition that relates the exponential dichotomy and the
associated invariant subbundles to the projective coordinates M± in the case of Im λ 6= 0

Proposition 3.2.29 ([45]) Suppose that λ ∈ C with Im λ 6= 0 in equation (3.21) with irrational
frequency vector ω. Write as

C
2 × Td = V +(λ)⊕ V −(λ)

the decomposition in invariant subbundles given by the exponential dichotomy in system (3.22)
with dimV ±(·) = 1. Let, for all φ ∈ Td, N±(φ, λ) ∈ P1(C) be the projective coordinate of the
complex line V ±(φ;λ) (see the notation of the previous chapter). Then

(i) signIm λ · Im N±(φ;λ) = ±1 for all φ ∈ Td.

(ii) N(φ;λ) = M(φ;λ) are the Weyl M-functions in the notation above.

The spectrum on the whole line v.s. the spectrum on the half-line

We end the exposition on the spectral properties of equation (3.21) by exposing some of the
differences between the spectrum of the operator H on the whole line and the spectra of the
operators H± on the positive and negative half-lines.

Theorem 3.2.30 ([79], [43], [45]) Let the flow on Ω be minimal (this is true for equation (3.21)
if the frequency vector is irrational). Then the essential spectra of H+ and H− coincide and are
equal to

σess(H
+) = σess(H

−) = C− E,
where E is the set of λ for which equations (3.22) have an exponential dichotomy. In other words

σess(H
+) = σess(H

−) = σ(H)

Theorem 3.2.31 ([43], [45]) Under the assumptions of the previous theorem, the operator H
on the whole line has no isolated eigenvalues, that is

σ(H) = σess(H)

We will not give the proofs of the above theorems, which can be found in [14].

3.3 Ergodic invariants. The rotation number and the up-

per Lyapunov exponent

The existence of a rotation number is one of the most remarkable features of Schrödinger equation
with quasi-periodic potential, and it is so because it uses many of the particularities of this
equation, such as the Prüfer transformation and the ergodicity of the flow in Td. We will follow
the approach of R. Johnson and J. Moser ([47]), but another introduction to the same object by
M. Herman can be found in [39].
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3.3.1 The rotation number for real potential and real λ

Here we are going to define the rotation number for real λ and show that it exists and defines a
continuous function of λ. To this end we write Schrödinger equation with quasi-periodic potential
as a first order system(

x(t)
x′(t)

)′
=

(
0 1

−λ+Q(θ) 0

)(
x(t)
x′(t)

)
, θ′ = ω. (3.26)

Recall that, by means of the Prüfer transformation, the evolution of a line in R2 under the above
flow is given by the equation

ϕ′ = cos2 ϕ− (q(t)− λ) sin2 ϕ (3.27)

where, by the arguments with which we began the chapter, the argument ϕ is taken modulus π.
We will denote by F (ϕ, φ) the left hand side of this equation. This equation gives raise to a flow
on the space B = P

1(R) × Ω (homeomorphic to Td+1 because Ω = T
d), which we will denote

by Φ(t;φ0, ϕ0) = (ϕ(t;ϕ0, φ0), φ0 + ωt), where ϕ(t;ϕ0, φ0) is the solution of (3.27) with initial
conditions ϕ = ϕ0, φ = φ0 for t = 0.

The rotation number is introduced to study the average variation of the phase ϕ over the time.
It is therefore sensible to define it as the following limit

ϕ(t;ϕ0, φ0)− ϕ(0;ϕ0, φ0)

t
=

1

t

∫ t

0

F (Φ(s;ϕ0, φ0)) ds, (3.28)

when the time t goes to infinity and ϕ is considered in the lift. There are many things to prove.
We will first show that these time averages converge for all (ϕ0, φ0) ∈ B and that the convergence
is uniform in B. Note that this is a remarkable fact, because the convergence is for all the elements
of B instead of a set of total measure as it is typical in the context of ergodic objects.

There are some easy remarks on the above limit that can be made. First, note that if the
limit (3.28) converges for some (ϕ0, φ0) ∈ B, then it must also converge for another (ϕ1, φ0), with
0 < ϕ1 − ϕ2 < π and the limit is independent of ϕ. Indeed, let ϕj(t) = ϕ(t;ϕj, φ0) for j = 0, 1.
Then we have that 0 < ϕ1(t) − ϕ2(t) < π for all t because otherwise the theorem on uniqueness
of solutions of equation (3.27) would be contradicted. Hence

ϕ1(t)− ϕ0(t)

is bounded and the claim follows.
We now want to state the above problem in terms of classical ergodic theorems. Due to the

compactness of the space B, which is topologically a d+1-dimensional torus, the flow Φt possesses
at least one invariant normalized measure, say ν. This means that ν is invariant under the flow
Φ and that ν(B) = 1. Moreover, by Birkhoff Ergodic Theorem, we conclude that there exists a
function F ∗ ∈ L1(B, ν), such that

lim
T→+∞

1

T

∫ T

0

F (Φ(t;ϕ, φ))dt = F ∗(ϕ, φ)

for ν-almost every (ϕ, φ) ∈ B, where the integration is taken with respect to the Lebesgue measure.
More precisely, there is a set B0 ⊂ B, with ν(B −B0) = 0 such that the convergence holds for all
(ϕ, φ) ∈ B0. Moreover we have that F ∗ satisfies∫

B

F ∗dν =

∫
B

Fdν
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and F ∗ is invariant under the flow Φt.
We have already shown that the convergence for one ϕ0 implies the convergence of (3.28) for

all ϕ ∈ T1. From this we conclude that B0 can be chosen to be of the form B0 = P
1(R) × Ω0,

where Ω0 ⊂ Ω, and F ∗ is independent of ϕ. Therefore, we can consider F ∗ as a function on Ω
(defined ν-almost everywhere) which is invariant under the irrational flow given by ω. Since this
flow is uniquely ergodic and preserves only the usual Haar measure µ on Td, which is ergodic, we
conclude that F ∗ agrees with a constant, say α, on a set B1 = T

1 × Ω1, where µ(Ω − Ω1) = 0.
Being the measure normalized, it must agree with

α =

∫
B

Fdν. (3.29)

As this argument works for any invariant measure ν of the flow Φt on B, we conclude that∫
B

(F − α) dν = 0

holds for any invariant measure ν on B. From all these preliminaries, the existence of the limit
in (3.28) will follow from the following lemma, which uses the methods of Krylov and Bogoljubov
([6])

Lemma 3.3.1 ([47]) Let G be a continuous function on B such that∫
B

Gdν = 0

for any invariant measure for the flow F on B. Then

1

b− a

∫ b

a

G(Φt(β))dt→ 0, as b− a→∞

for all β = (ϕ, φ) and the convergence is uniform.

Proof: Since the space of continuous functions on B, C(B), with the uniform topology, is
separable, we can find a dense linear subspace D generated by a countable set of functions. We
assume that the statement is false for some function G ∈ C(B). We may then choose D so that
G ∈ D and select sequences bj, aj, βj such that bj − aj →∞ and

lim
j→∞

1

bj − aj

∫ bj

aj

G (Φt(βj)) dt→ δ 6= 0.

We may also assume that βj → β. Using the Cantor diagonal process, and using that D is
countable, we can pick a subsequence, which we call aj, bj, βj again, such that

1

bj − aj

∫ bj

aj

H (Φt(βj)) dt

converges for all H ∈ D. This limit defines a linear functional l = l(H), H ∈ D, and since l
is bounded (with norm 1) it extends uniquely to a bounded linear functional on C(B). Since
bj − aj → ∞ one verifies that l is invariant. By the Riesz Representation Theorem (see, for
instance, [73]) l defines an invariant measure ν on B. But by our assumption,∫

B

Gdν = l(G) = δ 6= 0
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which is a contradiction. �
Now we apply the above lemma to G = F − α for which the hypothesis have already been

verified. Hence
1

T

∫ T

0

(F (Φt(β))− α) dt

converges to zero and the convergence is uniform. Thus the expression (3.28) converges to a limit
α which is independent of β = (ϕ0, φ0). Moreover, one has that

ϕ(b)− ϕ(a)

b− a
→ α for b− a→∞

for any solution of (3.27) and the existence of the rotation number has therefore been established.
We now want to see more properties of this newly defined object.

Consider the rotation number α = α(λ) as a function of λ ∈ R and let us prove its continuity.
Assume for contradiction that α is not continuous at a point λ0 ∈ R and let λj be a sequence
converging to λ with α(λj)→ α∗ 6= α(λ0). Let Fj = F (ϕ, φ;λj) = cos2 ϕ− (Q(φ)− λj) sin2 ϕ and
Φj
t be the corresponding flow for λ = λj. If νj is any invariant measure for this flow we have that

α(λj) =

∫
B

Fjdνj.

We may suppose, due to the convergence Fj → F , that νj → ν in the weak topology of measures,
so that ∫

B

F0dνj →
∫
B

F0dν,

and due to all this ν is invariant under the flow induced by F0, Φ0
t . Finally, since

|Fj − F0| ≤ |λj − λ0| → 0,

we conclude that

α(λj) =

∫
B

Fjdνj = O(|λj − λ0|) +

∫
B

F0dνj →
∫
B

F0dν = α(λ0)

which is a contradiction with the assumptions. We therefore obtain

Theorem 3.3.2 ([47]) For real λ the expression (3.28) or, for short,

ϕ(t)− ϕ(0)

t

converges when t → +∞, uniformly with respect to initial conditions (ϕ0, φ0) ∈ B, to a function
α = α(λ) which is independent of (ϕ0, φ0), but continuously dependent on λ. Moreover, α(λ) is
monotone increasing, equal to zero for λ ≤ λ∗ for some λ∗ and α(λ)→ +∞ for λ→∞.

Remark 3.3.3 In some cases the rotation number for the discrete analog of Schrödinger equation
with quasi-periodic potential has been shown to have stronger regularity properties on the energy
(of Hölder type in the case of one frequency and a certain modulus of continuity in the case of
several basic frequencies, see [34] and the references therein).
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There only remain few items of the above theorem to be proved. As already mentioned, a zero
of a solution x(t) of equation (3.21) corresponds to a value t0 for which ϕ(t0) = 0 modulus π and
by (3.27) one has that ϕ′(t0) = 0. This shows that ϕ increases at such a zero and therefore one
has one zero per increase of ϕ by π. Therefore, if N(T ;λ, x) is the number of zeroes in the time
interval [0, T ] of a solution x(t), one has that

lim
T→∞

πN(T ;λ, x)

T
= α(λ).

With this identity, the remaining items of the above theorem are an easy consequence of
Sturmian theory. Now we prove an important result which reveals the importance of the object
already defined. We will call spectral gap to any connected component of the resolvent set in the
real line.

Theorem 3.3.4 (Gap labelling, [47]) If q is quasi-periodic with frequency ω and I is an open
interval in a spectral gap, then there exist integers k ∈ Zd such that

α(λ) =
〈k, ω〉

2

for all λ ∈ I.

Proof: We recall that, in the resolvent set and in the previous notations, χ±(t;λ) (the solutions
square integrable in ±∞) and G(t, t;λ) (the Green’s function for s = t) are well defined and both

G(t, t;λ) and
d

dt
G(t, t;λ)

are quasi-periodic functions with frequency vector ω. The result for G was obtained at the end
of section 3.2.4, whereas the result for its derivative uses similar techniques and can be found in
[79]. Now we normalize χ+ and χ− so that their Wronskian equals one. We then have

G(t, t;λ) = χ+(t;λ)χ−(t, λ)

and
d

dt
G(t, t;λ) = χ+(t;λ)χ′−(t;λ) + χ′+(t;λ)χ−(t;λ),

so it is clear that at a zero of G(t, t;λ) either χ+ or χ− will vanish. Hence, at such zero

d

dt
G(t, t;λ) = ±

(
χ+χ

′
− + χ′+χ−

)
= ±1,

the sign depending on whether χ+ or χ− is zero. Anyway, G(t, t;λ), and similarly its extension
Γ(·, λ) to Td, has only simple zeroes. Now we use the following result,

Lemma 3.3.5 ([47], [79],[31]) Let f(t) be a function such that both f and f ′ are quasi-periodic
with the same frequency vector ω. Assume that f has only simple zeroes. Then the number N(T )
of zeroes of f(t) in [0, T ] satisfies the identity

lim
T→∞

πN(T )

T
= 〈k, ω〉

for a suitable k ∈ Zd.
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to deduce that the limit

lim
t→∞

πN2(t;λ)

t
= 〈k, ω〉,

for some k ∈ Zd, if N2(T ;λ) is the number of zeroes of G(·, ·;λ) in the interval [0, T ]. Let N±(t;λ)
be the number of zeroes of χ+ and χ− in [0, T ] then, by Sturmian theory,

N2(t;λ) = N+(t;λ) +N−(t;λ)

from which we conclude that
πN2(t;λ)

t
→ 2α = 〈k, ω〉.

Since λ 7→ α(λ) is continuous it follows that α(λ) is constant in I.�
Once a frequency vector ω is fixed, we will refer to the module of half-resonances as the set

M(ω) =

{
〈k, ω〉

2
; k ∈ Zd

}
.

Remark 3.3.6 (Geometric interpretation of the rotation number) This theorem gives an
interpretation of the rotation number when λ is in the interior of a spectral gap. We have just
seen that in this situation the rotation number is in M(ω), the module of half-frequencies. That
is, there exist integers k = (k1, . . . , kd) ∈ Zd such that

α(λ) =
〈k, ω〉

2
.

We are going to give a meaning to these integers. We have already seen, in section 3.2.4, that
the projectivization of the solution in L2(0,+∞) is quasi-periodic with frequency ω. In particular,
the evolution of this angle ϕ(t) is also a quasi-periodic function, but possibly with frequency vector
ω/2 instead of ω. This implies that there exists a continuous function

Φ : Td → T

such that

ϕ(t) = Φ

(
ωt

2

)
.

Then, for each fundamental generator, given by taking all components in Td constant, except from
one, say θj, which turns around T1, we can measure its winding by Φ, by means of a suitable
lifting, and associate naturally to it an integer ij which turns to be kj.

We have seen that the rotation number is a continuous function of λ, which is monotone
increasing and is constant at the interior of the spectral gaps. In principle it could happen that
there existed other intervals of constancy, apart from the spectral gaps. It will be shown in section
3.3.3 that this is not the case, i.e. that the intervals of constancy of α(λ) are exactly the spectral
gaps. As we will need some more theory on the extension of the rotation number for complex λ,
which will be given in section 3.3.2, we go on with other properties of the rotation number.

Remark 3.3.7 (Hill’s equation with quasi-periodic forcing, [13], [12]) The theorem on gap
labelling stated above (together with its converse, which will be given in section 3.3.3) can be used
to define the analog of resonance tongues for Hill’s equation with periodic forcing, namely

x′′ + (a+ bq(t))x = 0, (3.30)
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(0,0) (0,1)(1,-1) (2,-2)(-1,2) (-1,3)(-2,4)

Figure 3.1: Resonance tongues in a Hill’s equation with quasi-periodic forcing,
(3.30), with two frequencies. Value a is on the horizontal direction and b is
on vertical. Marked points correspond to the complementary of tongues (the
spectrum). Pairs of the form (k1, k2) in the b = 0 axis indicate that the resonance
tongue which emanates from this point has rotation number (k1ω1 + k2ω2)/2

with (a, b) ∈ R2 and q a quasi-periodic function with frequency ω. Indeed, when d = 1 in the
above equation, the instability zones (called resonance tongues, because of their shape and because
this instability comes from parametric resonance) are identified by the condition |trace(Pa,b)| ≥ 2,
where Pa,b is the time-period or Poincaré matrix for the first-order system associated to equation
(3.30). As all tongues are separated by the spectrum, which in this periodic case consists of non-
void intervals, we can easily label tongues from left to right. However, in the quasi-periodic case,
the spectrum is quite usually a Cantor set (this will be seen in section 3.3.5), so determining
instability zones is not so easy. However, we can define resonance tongues in the (a, b)-parameter
plane as those points (a, b) ∈ R2 such that the rotation number is of the form

〈k, ω〉
2

for a k ∈ Zd. An easy computation shows that these tongues emanate from the points in the b = 0
axis of the form

a =

(
〈k, ω〉

2

)2

.

This can be seen in figure 3.1. In this context collapsed gaps are called instability pockets.

The rotation number has very good continuity properties also on the potential q, which we
now state

Proposition 3.3.8 ([47]) Let q1, q2 : R→ R be quasi-periodic. Then, for any λ ∈ R, q 7→ α(λ; q)
is continuous in the sup-topology. That is, given ε > 0, there exists δ = δ(ε) > 0 such that

|α(λ; q1)− α(λ; q2)| < ε if sup
t∈R
|q1(t)− q2(t)| < δ.
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Proof: From classical Sturm’s theory we conclude that if q ≤ q̃ for all t ∈ R, then α(λ; q) ≤
α(λ; q̃), using the characterization of the rotation number in terms of the zeroes of the normalized
solutions. Therefore, from |q1 − q2| < δ we see that

q2(t)− δ ≤ q1(t) ≤ q2(t) + δ

for all t ∈ R and hence
α(λ; q2 − δ) ≤ α(λ; q1) ≤ α(λ; q2 + δ),

and since α(λ; q2 + δ) = α(λ+ δ; q2), we can write this in the form

α(λ− δ; q2) ≤ α(λ; q1) ≤ α(λ+ δ; q2).

Now the result follows from the already proved continuity in λ.�
As we are dealing with quasi-periodic potentials, this result may seem a bit restrictive, as,

for instance, it cannot be applied if q1(t) = Q(ω1t) and q2(t) = Q(ω2t), where Q : Td → R is
continuous and ω1, ω2 are two irrational frequency vectors as close as we want. To work this out
we state the following theorem, which gives much better continuity properties for quasi-periodic
potentials

Theorem 3.3.9 ([4], [47]) Let Qn, for n ≥ 1, be a sequence of continuous functions on the
torus Td which converge uniformly to a function Q (hence continuous). Let ωn ∈ Rd converging
to a rationally independent vector ω ∈ Rd. Let α(λ;Q,ω, φ) denote the rotation number for the
following Schrödinger equation with quasi-periodic potential

−x′′(t) + (−λ+Q(ωt+ φ))x(t) = 0,

with λ ∈ R and φ ∈ Td. Then

lim
n→∞

α(λ;Qn, ωn, φn)→ α(λ;Q,ω) (3.31)

and the convergence is uniform in (λ, φ) ∈ J × Td for every compact subset J ⊂ R.

Remark 3.3.10 Note that in the right hand side of equation (3.31) we haven’t written any depen-
dence on the initial phase φ. This is because the rotation number with initial phase φ is constant
over the closure in Td of the orbit ωt + φ for t ∈ R, which turns to be the whole space if the
components of ω are rationally independent.

We don’t give a proof of this theorem, because it is similar to the one of the continuity in
λ. Nevertheless, it is important to stress that all these results can be obtained because the flow
for the angles is on a compact space, topologically Td+1. Indeed, the compactness of the space
B = P

1(R) × Td implies that the set of all normalized Borel measures is compact with the weak
topology. The other arguments are similar to the already mentioned proof.

Finally we want to relate the rotation number to a limit, called usually the integrated density
of states and which is often used in this context. Recall first that we saw that

α(λ) =
πN(a, b;λ)

b− a
when b− a→ +∞,
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where N(a, b;λ) is the number of zeroes of a solution of equation (3.21) in the interval [a, b]. Now
consider the regular eigenvalue problem on [a, b]{

−x′′ + q(t)x = λx on a ≤ t ≤ b
x(a;λ) = x(b;λ) = 0.

(3.32)

It follows from Sturm’s comparison theorem (see, for instance, [17]) that the number ν(a, b;λ)
of eigenvalues λj ≤ λ of the above problem differs from N(a, b;λ) by ±1, so

lim
b−a→∞

ν(a, b;λ)

b− a
=
α(λ)

π
,

and the left hand side is often called the integrated density of states, used in quantum mechanics
(see [4] and references therein) and written as k(λ) or N(λ). This is the distribution function of
a measure dk, which is the density of states.

3.3.2 Extension to complex λ and relation with Weyl’s m-functions

As we will see the rotation number can be viewed as the imaginary part of a Herglotz function, an
analytic function in the upper half-plane. To define such a function it will be very important to
use the properties of quasi-periodicity that we proved for Weyl’s m functions and their extensions
to the torus Td.

Recall that in theorem 3.2.26 we constructed extensions M(·;λ) : Td → R, as regular as Q, for
λ in the resolvent set (well, for real λ in this set, we had to slightly modify M if we didn’t want to
projectivize anything). Let us consider for the moment Im λ > 0. To any quasi-periodic function
(or rather to its continuous extension to Td) it is naturally associated the average, which always
exists. We therefore define

w(λ) = [M+(·, λ)]
Td

=

∫
Td

M+(θ;λ)dµ(θ)

where µ stands for the usual Haar measure on the torus. We recall that in section 3.2.4 we
established several identities between M−(·;λ), M+(·;λ) and Γ(·;λ) (the extension of the Green’s
function G(t, t;λ) to the torus) for Im λ > 0. One of these was

1

Γ(θ;λ)
= M−(θ;λ)−M+(θ;λ), for θ ∈ Td,

so taking averages it turns out that[
1

Γ(·;λ)

]
Td

= [M−(·, λ)]
Td
− [M+(·, λ)]

Td
.

We will now show that the following identity holds

[M−(·, λ)]
Td

= − [M+(·, λ)]
Td
.

To this end note that

m− +m+ =
(χ−χ+)′

χ−χ+

=
d

dt
log (χ−χ+) =

d

dt
logG(t, t;λ).

Now, G(t, t;λ) is quasi-periodic and its imaginary part is bounded away from zero and, since
logG(t, t;λ) is bounded, we conclude that m− + m− has zero average and the desired identities
follow. Summing up, we have proved the following proposition
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Proposition 3.3.11 ([47]) For Im λ 6= 0 we have that

−
[

1

2Γ(·;λ)

]
Td

= − [M−(·, λ)]
Td

= [M+(·, λ)]
Td

= w(λ).

We have seen that for any θ ∈ Td, the functions M±(·;λ) were Herglotz functions. We therefore
conclude that the function w = w(λ) is a Herglotz function and, in particular, it is holomorphic
in the upper half-plane. Moreover, from proposition 3.2.29 we get the following inequalities for
Im λ 6= 0

Im w(λ)

Im λ
> 0, Re w(λ) < 0.

As a consequence, the function h(λ) = Im w(λ) is harmonic in the upper half-plane, hence it has
a representation of the form

h(λ) = Im λ

∫ +∞

−∞

dσ(s)

|s− λ|2
(3.33)

where σ(s) is a monotone increasing function on R and dσ is the associated exterior measure.
Moreover, at the points of continuity of σ one has

σ(s2)− σ(s1) =
1

π
lim
ε→0

Im w(s+ iε)ds.

Also, for any continuous function f(s) with compact support, we have that∫ +∞

−∞
f(s)dσ(s) = lim

ε→0+

1

π

∫ +∞

−∞
f(s)h(s+ iε)ds.

We now prove the basic relations of the rotation number and the function w. We start with a
useful characterization of the imaginary part of w.

Theorem 3.3.12 ([47]) If Im λ ≥ 0, let φ = φ(t) be a complex solution of Schrödinger equation
(3.21) satisfying that

Im W (φ, φ̄) > 0 for t = 0, (3.34)

where W (φ, φ̄) = φφ̄′ − φ′φ̄ is the Wronskian. Then the limit h(λ) of

h(t;λ) =
−1

t
arg

φ(t;λ)

φ(0;λ)
=
−1

t

∫ t

0

Im
φ′(s;λ)

φ(s;λ)
ds

for t → ∞ exists and is independent of the solution chosen (as long as (3.34) holds). For real λ
we have h(t;λ)→ α(λ) as t→∞. Moreover, for Im λ > 0, h is the imaginary part of w, in the
above notation.

From this theorem we can also derive the following.

Theorem 3.3.13 (cf.[47]) The function h(λ) = Im w(λ) is continuous in the closed upper half-
plane Im λ ≥ 0, and

lim
ε→0+

h(λ+ iε) = α(λ)

for real λ.
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The proofs can be found in the same reference. To prove theorem 3.3.13, we define

φ(t;λ) = φ1(t;λ)− iφ2(t;λ),

being φ1 and φ2 two linearly independent solutions with Wronskian one, which are real for real λ.
Then (3.34) holds and φ is entire with no zeroes if t ≥ 0 and Im λ ≥ 0. Hence the function h(t;λ)
is harmonic in the set Im λ ≥ 0 for every t ≥ 0 and we can therefore represent it in the form of
(3.33) for a suitable monotone increasing function σ(t;λ) which satisfies that

σ(t;λ2)− σ(t;λ1) =
1

π

∫ λ2

λ1

h(t;λ)dλ

for all real λ1, λ2, because we have already seen that h(t;λ) is continuous in Im λ ≥ 0. Now, due
to theorem 3.3.12, we have that h(t;λ)→ h(λ) when t→∞ in the open upper plane Im λ > 0.

Therefore, for the σ of the limit function h(λ), we have that, at the points of continuity of σ,

σ(t;λ2)− σ(t;λ1)→ σ(λ2)− σ(λ1)

as t→ +∞; i.e.,

σ(λ2)− σ(λ1) = lim
t→+∞

1

π

∫ λ2

λ1

h(t;λ)dλ

at such points of continuity. On the other hand, using theorem 3.3.12 it can be shown that the
convergence h(t;λ)→ α(λ) for real λ is uniform on compact intervals [λ1, λ2]. Therefore, we can
exchange the limit and integral to get

σ(λ2)− σ(λ1) =
1

π

∫ λ2

λ1

α(λ)dλ

at these points of continuity. Hence, we find the representation

h(λ) =
Im λ

π

∫ +∞

−∞

α(s)

|s− λ|2
ds, for Im λ > 0. (3.35)

From this representation and from the continuity of α it follows that h(λ+ iε)→ α(λ) as ε→ 0+

and for real λ. So h is continuous in the upper half-plane, as we wanted to prove.�
Incidentally, from (3.35) we find the representation

w(λ)− w(λ0)

λ− λ0

=
1

π

∫ +∞

−∞

α(s)

(s− λ)(s− λ0)
ds, for Im λ, Im λ0 > 0

which determines w(λ) up to an additive constant provided α is known for real values of λ. We
shall see that the role of this multiplicative constant is not trivial at all. Note that we may as well
define a function w(λ) in the lower half plane setting

w(λ) =

[
−1

2G(t, t;λ)

]
,

for Im λ 6= 0. It is easily seen that the following is true

w(λ̄) = w(λ),
Im w(λ)

Im λ
> 0 for Im λ 6= 0. (3.36)
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Moreover, as we have shown that for λ ≤ λ∗ the rotation number is zero, we conclude from
theorem 3.3.13 and (3.36) that w(z) is real for real λ ≤ λ∗. In other words w(z) extends analytically
through (−∞, λ∗). However, w cannot be seen as a one-valued function on the resolvent set.
Indeed, if I is an interval in a spectral gap, then

Im w(λ+ iε)→ α(λ) = αI ∈M(ω), when ε→ 0+.

Moreover, by (3.36) we have that

w(λ+ iε)− w(λ− iε) = 2iIm w(λ+ iε)→ 2αI , if λ ∈ I and ε→ 0+;

i.e., w(λ) suffers a jump of 2iαI , which is non-zero unless I lies in the lowest gap (−∞, λ∗). Note
that the problem for the extension here is the imaginary part of w, as we shall see in more detail
in section 3.3.4.

To end this section we make some comments on the possible differentiability of the rotation
number and the complex extension w with respect to the potential. We have seen that the rotation
number λ 7→ α(λ) for real λ may be a Cantor function. Therefore it is not likely that we have
always differentiability for α(λ) outside the spectral gaps, where we know that the derivative exists
and is equal to zero (see [69] for some results and references about this problem). However we will
consider differentiation in the following sense.

Consider again Schrödinger equation (3.21) and let p be another quasi-periodic function with
frequency module contained in the frequency module of q. Assume moreover that Im λ 6= 0. Then
we may talk about the derivative δw/δq if it satisfied that

d

dε
w(λ; q + εp)

ε=0
=

[
δw

δq
p

]
Td

.

This will be the content of the following theorem, whose proof can be found in [47],

Theorem 3.3.14 ([47]) For Im λ 6= 0, the functional derivative δw
δq

exists and it is given by

δw

δq
(t) = −G(t, t;λ)

and the λ-derivative, defined in the usual way is

dw

dλ
(λ0) = [G(·, ·;λ0)]

Td
.

Remark 3.3.15 If the spectrum of H contains an interval, as it is the case for periodic potentials,
then it can be shown ([64], [46]) that such a functional derivative exists and that the functional
derivative is positive in this interval. This is of great importance for the methods in section 3.3.5
to prove Cantor spectrum of some generic Schrödinger equations.

3.3.3 The spectral functions for the half and whole line

We now want to use the representation for harmonic functions to derive an important relation of
the rotation number with the spectrum of the Schrödinger operator on the whole line. To this
end recall that every positive harmonic function h(λ) in Im λ > 0 can be represented in the form

h(λ) = Im λ

(∫ +∞

−∞

d%(s)

|λ− s|2
+ c

)
, (3.37)
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where % is a monotone increasing function and c ≥ 0 is a constant. Moreover, at the points of
continuity of %, we have that

%(λ2)− %(λ1) = lim
ε→0+

1

π

∫ λ2

λ1

h(s+ iε)ds

and

c = lim
t→∞

h(it)

t
.

We now apply this representation to the functions Im M±(θ;λ), and denote the corresponding
densities and constants by %± and c±. From standard asymptotic estimates of the solutions (see,
for instance, [40]) it is seen that c+ = c− = 0. Then the following result is true

Proposition 3.3.16 ([47]) Let µ be the normalized Haar measure on Td and λ1, λ2 two real
numbers. Then, for almost all θ ∈ Td, the function %+(θ, λ) is continuous at λ1 and λ2 and the
relation

%+(θ;λ2)− %+(θ;λ1) = lim
ε→0+

1

π

∫ λ2

λ1

Im M+(θ;λ+ iε)dλ

holds with bounded convergence in θ.

With this proposition in mind we can relate the functions %(θ;λ), which we shall call the
half-line spectral functions, to the w-function. Recall that, for Im λ > 0,

w(λ) = [M+(·;λ)]
Td
.

Now, if f : R → R is a continuous function with compact support, we have that, by the above
proposition,

lim
ε→0+

1

π

∫ +∞

−∞
f(λ)

(∫
Td

Im M+(θ;λ+ iε)dµ(θ)

)
dλ

= lim
ε→0+

1

π

∫ +∞

−∞
f(λ)Im w(λ+ iε)dλ =

∫
Td

∫ +∞

−∞
f(λ)d%(θ;λ)dµ(θ).

Since Im w(λ+ iε)→ α(λ) uniformly on compact λ-intervals, we get∫ +∞

−∞
f(λ)α(λ)dλ =

∫
Td

∫ +∞

−∞
f(λ)d%(θ;λ)dµ(θ). (3.38)

We will use then the notation ∫
Td

(d%(θ;λ)) dµ(θ) = α(λ)dλ,

where dλ is the Lebesgue measure on R, to say that equation (3.38) is satisfied for all functions
f : R→ R which are continuous with compact support.

We can do a similar analysis for the spectral functions on the whole line. To this end we recall
that the Green’s function G(t, t;λ) for Im λ > 0 is quasi-periodic with frequency ω. That is, we
can find a function Γ(θ;λ) in the torus, through which G can be expressed. Moreover, for each
θ ∈ Td, Γ(θ; ·) is holomorphic with positive imaginary part in Im λ > 0. This means that there
exists a whole line spectral function %̂(θ;λ) on R such that

Im Γ(θ;λ) = Im λ

∫ +∞

−∞

d%̂(θ; s)

|s− λ|2
(3.39)

when Im λ > 0. The following lemma shows that we can also integrate the measures d%̂(θ;λ) and
relate this to the measure on R defined by α.
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Lemma 3.3.17 ([47]) If Im λ > 0 then∫
Td

(d%̂(θ;λ)) dµ(θ) =
1

π
dα(λ)

in the sense that, for all continuous functions f : R→ R with compact support, the following holds∫
Td

∫ +∞

−∞
f(λ)d%̂(θ;λ)dµ(θ) =

1

π

∫ +∞

−∞
f(λ)dα(λ).

Now we can prove the converse of theorem 3.3.4

Theorem 3.3.18 ([47]) The support of the measure dα(λ) agrees with the spectrum σ(H) of
equation (3.21) on L2(−∞,+∞).

Proof: By theorem 3.3.4 it is clear that we only have to prove that if I is a bounded open
interval on which the rotation number α(λ) is constant, then

σ(H) ∩ I = ∅ (3.40)

From the integration of measures of the previous lemma we obtain that∫
Td

∫
I

%̂(θ;λ)dµ(λ) =
1

π

∫
I

dα(λ),

considering the integration with respect to a bounded interval as the multiplication by a charac-
teristic function and approximating by continuous functions with compact support. Therefore we
have that, for almost all θ ∈ Td, ∫

I

d%̂(θ;λ) = 0.

Now let us fix a value of θ in this set of measure one. Then it follows from (3.39) that

Im Γ(θ;λ+ iε)→ 0 for λ ∈ I, ε→ 0+.

We can apply the reflection principle to get the analyticity of Γ(θ; ·) through I, and thus,

−1

Γ(θ;λ)
= M+(θ;λ)−M−(θ;λ)

is meromorphic on I. Let Z denote the set of zeroes of Γ(θ; ·) on I. Then it follows from the
inequalities

Im M+(θ;λ) > 0 > Im M−(θ;λ) for Im λ > 0

that
Im M+(θ;λ+ iε)→ 0 for λ ∈ I − Z, ε→ 0+.

Hence also M−(θ;λ) is meromorphic on I and

lim
ε→0+

1

π

∫ λ

0

Im M+(θ; s+ iε)ds = %(θ;λ)

is a piecewise constant function on I, with possible jumps on Z. On the other hand, %(θ;λ) is the
spectral function of the operator H+ = H+

θ on the half line, and therefore, σ(H+
θ ) ∩ I contains
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only isolated point eigenvalues, because they correspond to the jumps in %(θ;λ). In particular this
means that it has no intersection with the essential spectrum of this half-line operator,

σess(H
+
θ ) ∩ I = ∅.

But we already saw (theorems 3.2.30 and 3.2.31) that the sets σess(H
+
θ ) and σ(Hθ) agree, and

that they are independent of θ (because of the rational incommensurability of ω). This concludes
the proof.�

Remark 3.3.19 The above theorem in combination with (3.3.4) shows that a point λ ∈ R is in
the spectrum σ(H) of equation (3.21) on L2(−∞,+∞) if and only if the rotation number is not
constant at λ.

3.3.4 The real part of w. The Lyapunov exponents for Schrödinger
equation with quasi-periodic potential

In the previous sections, the imaginary part of function w has received a great deal of attention,
mainly because of its good properties. This section is devoted to a short survey of results on
the real part of this function, in principle defined on the resolvent set, but that, with certain
restrictions, can be extended to the whole real line. It turns out that this object is strongly
related to the Lyapunov exponent. The approach to the problem in this section and the results
are mostly taken from [44].

For the discussion on reducibility it will be very important to distinguish between the Schrö-
dinger equation with a fixed quasi-periodic potential, and the Schrödinger equation with varying
initial phase and fixed Q : Td → R and frequency vector ω. That is, on one hand we will consider

−x′′ + (−λ+ q(t))x = 0, (3.41)

where λ ∈ C and q : R → R is a quasi-periodic function whose extension to Td is assumed to be
at least continuous, while on the other we will consider the extended system

−x′′ + (−λ+Q(θ))x = 0, θ′ = ω, (3.42)

where Q is the extension of the previous quasi-periodic function (i.e., there exists an initial phase
φ ∈ Td such that q(t) = Q(ωt+ φ)).

We begin with the definition of the main object of interest in this section

Definition 3.3.20 We define the upper Lyapunov exponent for real λ, β(λ), for equation (3.41)
as

β(λ) = sup

{
lim sup
t→+∞

1

2t
log
(
x(t)2 + x′(t)2

)}
where the supremum is taken over all solutions of the system (3.42). This implies considering all
initial conditions for x(0), x′(0) ∈ R and φ ∈ Td.

Remark 3.3.21 Due to the linear character of the flow one can always take the supremum on
the set of initial conditions given by x(0)2 + x′(0)2 = 1.
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We will see later on that the function β can also be considered for complex λ. Note that if we
write equation (3.42) as a first-order system

u′(t) =

(
0 1

−λ+Q(θ) 0

)
u(t), θ′ = ω, (3.43)

where u ∈ R2, then the upper Lyapunov exponent can equivalently be written as

β(λ) = sup

{
lim sup
t→+∞

1

t
log ‖u(t)‖; u is a solution of (3.43)

}
. (3.44)

Consider now, for complex λ, the flow on the complex bundle Σ = P
1(C) × Td, using the

standard projectivization exposed in the beginning of the chapter. Consider the following function,
for λ ∈ C,

(l, θ) ∈ Σ 7→ fλ(l, θ) = Re
〈Aλ(θ)u0, u0〉
〈u0, u0〉

where u0 ∈ C2 is any nonzero vector which represents the projective complex line l ∈ P1(C) and
Aλ is the matrix

Aλ(θ) =

(
0 1

−λ−Q(θ) 0

)
.

Then, if u(t) satisfies (3.43) with u(0) = u0 and initial phase φ, one has

1

t
(log ‖u(t)‖ − log ‖u(0)‖) =

1

t

∫ t

0

fλ(l, ωs+ φ)ds, (3.45)

and therefore the exponential growth of u(t) is determined by a time average of fλ. We will also use
the projective flow on (ΣR,R) where ΣR = P1(R)×Td, with the notation from the introduction in
this chapter. Recall that the function M+(φ;λ), for Im λ 6= 0 gives the direction of the projective
lines of solutions of (3.42) with initial phase φ that belong to L2(0,+∞) in the sense that if
χ+(·;φ) is a solution belonging to L2(0,+∞), then

χ+(t;φ) = χ+(0;φ) exp

(∫ t

0

M+(ωs+ φ;λ)ds

)
,

so that the real part of w can be expressed by means of these solutions

Re w(λ) = lim
t→+∞

1

2t
log
(
|χ+(t;φ)|2 + |χ′+(t;φ)|2

)
.

Thus Re w(λ) is the exponential rate of decay of the solutions u(t;φ) = (χ+(t;φ), χ′+(t;φ))T of
(3.42) in L2(0,+∞) and this rate is independent of the initial phase. Using the exponential
dichotomy of the system for Im λ 6= 0 it is easily shown that

β(λ) = −Re w(λ),

where β(λ) is defined as in (3.44).

Remark 3.3.22 We can use similar techniques to those in the proof of lemma 3.3.1 to prove the
following in the real case:
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If β(λ) = 0 and λ ∈ R then
∫

Σ
fλdµ = 0 for every invariant measure µ on Σ, because we have

that the time-average (3.45) is zero for all solutions of (3.43). Thus using lemma 3.3.1 we
conclude that

lim
|b−a|→+∞

1

b− a

∫ b

a

fλ(l(s; l0, φ);ωs+ φ))ds = 0

for all σ = (l0, φ) ∈ Σ = P1(C)× Td, and the convergence is uniform in a, b and σ.

If β(λ) > 0 and λ ∈ R then there are exactly two ergodic measures on Σ, µ+ and µ− (see [42]);
one has that µ±(ΣR) = 1, and∫

Σ

fλdµ+ = −
∫

Σ

fλdµ− = β̂(λ) > 0.

Moreover, β̂ is the right end-point of the Sacker-Sell spectrum of equations (3.43). It is very
important to note that this does not imply an exponential dichotomy, because it could happen,
and it certainly does, that the points ±β̂(λ) are the endpoints of the same Sacker-Sell spectral
interval, therefore corresponding to the same invariant subbundle (the whole space). This
should not come as a surprise because positive Lyapunov exponents do not imply uniform
hyperbolicity.

The following result gives more details in the case of positive upper Lyapunov exponent.

Proposition 3.3.23 ([44]) If λ ∈ R and β(λ) > 0, then β(λ) = β̂(λ). Moreover, for almost
every φ ∈ Td (where the measure here is the usual Haar measure), there exist unique solutions u±
of (3.43) (up to a constant multiple) with

lim
t→∞

1

t
log ‖u±(t)‖ = ±β(λ)

The proof is similar to the construction of the rotation number and can be found in [44]. The
almost everywhere part comes from an application of Birkhoff ergodic theorem.

Remark 3.3.24 It is an easy consequence of the discussion previous to the lemma that if β(λ) = 0
then necessarily β̂ = 0 and the Sacker-Sell spectrum reduces to a single point.

The rotation number α and the Lyapunov exponent β are closely related by means of the
Thouless formula, which we now state

Theorem 3.3.25 (Thouless formula, ([4], also [85] and [3])) Let β0(λ) =
√

max(0,−λ)

and α0(λ) =
√

max(0, λ). Then for any quasi-periodic function q on R we have that for a.e.
λ ∈ R

lim
T→+∞

1

π

∫ T

−∞
log (λ− λ′) d(α− α0)(λ′)

exists and for a.e. pair (φ, λ) ∈ Td × R, the limit

β(λ, φ) = lim
|T |→∞

1

|T |
log ‖M(T ;λ, φ)‖,

being M(T ;λ, φ) the fundamental matrix of (3.43), exists and it is equal to

β(λ) = β0(λ) +
1

π

∫ +∞

−∞
log (λ− λ′) d(α− α0)(λ′).
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In previous sections we showed that, for real λ,

lim
ε→0+

Im w(λ+ iε) = α(λ),

the rotation number. Now we are going to state a similar result, but with some non-trivial
restrictions,

Theorem 3.3.26 ([44]) (i) If λ ∈ R and z → λ non-tangentially for Im z > 0, then −Re w(z)
tends to β(λ). If β(λ) = 0, then β is continuous at λ, and −Re w(z) → β(λ) whenever
z → λ, non-tangentially or not.

(ii) λ ∈ R→ β(λ) is upper semi-continuous on R.

(iii) On R, β is non-negative, of first Baire class, and has the mean value property.

We can now prove a nice regularity result for the upper Lyapunov exponent in the resolvent
set ρ(H) of the Schrödinger operator with quasi-periodic potential on L2(−∞,+∞).

Proposition 3.3.27 ([44]) The upper Lyapunov exponent, β(λ), is harmonic on the resolvent
set of the whole-line operator H.

Proof: Consider the function w, for which we already saw that β(λ) = −Re w(λ), for Im λ 6=
0. Recall that, from (3.36), w(λ) = w(λ̄). Now, if I is an interval in the resolvent set, then

−β(λ) + iα(λ) = lim
ε→0+

w(λ+ iε)

and α(λ) is constant for λ ∈ I, say αI . We also have that, when we tend to the real axis on the
other side then

lim
ε→0−

w(λ+ iε) = β(λ)− αI

for λ ∈ I. So, if we define

w∗(λ) =


w(λ), Im λ > 0,

β(λ) + iαI , λ ∈ I,
w(λ) + 2αI , Im λ < 0,

then w∗ is holomorphic on {Im λ 6= 0}∪I by the reflection principle. It follows that β is harmonic
on the resolvent set, because it is the real part of an analytic function. �.

As a corollary we get that the spectrum cannot be too small

Corollary 3.3.28 ([44]) Let I ⊂ R an open interval such that I∩σ(H) 6= ∅. Then the logarithmic
capacity of σ(H) ∩ I is positive.

Remark 3.3.29 This doesn’t imply that the spectrum cannot have zero measure, as, for instance,
the Cantor ternary set has positive logarithmic capacity and zero measure.

Proposition 3.3.30 ([44]) Let λ0 ∈ R be the endpoint of a spectral gap I. If λn → λ0, with
λn ∈ I, then β(λn)→ β(λ0).
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Proof: The proof will come from a geometric argument in P1(C) and P1(R). Recall that for
all θ ∈ Td and λ in the resolvent set, the vectors (1,M±(θ;λ)) define complex lines l±(θ;λ) in C2.
If λ ∈ I we can consider the objects M± to be in P1(R) instead of P1(C), and the lines in R2

instead of C2. As P1(R) is a circle, we parametrize it by the ϕ variable, with 0 ≤ ϕ < π, as usual.
The orientation of P1(R) is taken to agree with an increase in ϕ.

Now fix θ ∈ Td. It can be seen that if λ increases through I, then M+(θ;λ) and M−(θ;λ)
move in opposite directions on P1(R) (see, for instance, [17]). Moreover, M+(θ;λ) and M−(θ;λ)
can never coincide if λ ∈ I.

Therefore, as λn → λ0 with the terms of the sequence in I, the limits

lim
n→∞

l±(θ;λn)

must exist in P1(R) because P1(R) is compact. Call these limits l±(θ). The sets

S± =
{

(l±(θ), θ); θ ∈ Td
}
⊂ ΣR

are measurable subsections of ΣR = P1(R)×Td, because they are the limit of measurable functions.
Hence they define ergodic measures µ± on Σ via the formulae∫

Σ

gdµ± =

∫
Td

g(θ; l±(θ))dθ

for continuous functions g : Σ→ R. We have that, with the previous definitions

−β(λn) =

∫ d

T

fλn(θ,M+(θ;λn))dθ →
∫
Td

fλ0(θ; l+(θ))dθ =

∫
Σ

fλ0dµ+.

Using remark 3.3.22, ∫
Σ

fλ0dµ+ = −β(λ0)

which completes the proof of the theorem. �

Remark 3.3.31 R. Johnson provided in [44] an example of a Schrödinger equation with limit-
periodic potential (a function which is uniform limit of periodic functions with increasing period)
such that the upper Lyapunov exponent, β(λ), is not continuous for a certain value of λ. This
function is not quasi-periodic, and in some sense, this example is the opposite of those systems
that we are interested in.

Remark 3.3.32 Very recently, J. Bourgain and S. Jitomirskaya ([9]) have shown the continuity
of the Lyapunov exponent with respect to the energy λ for the discrete analogue of the Schrödinger
equation when the potential is analytic (with no assumptions on the frequency) and only one
frequency is considered. Moreover, they also show continuity with respect to the frequency at every
irrational point. When the Lyapunov exponent is positive in a compact interval for the energies
then the Lyapunov exponent and the rotation number can be shown to be jointly Hölder continuous
in this interval ([34]).
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3.3.5 Application to Cantor spectrum

To conclude this section, we shall speak a little bit about the existence of Cantor spectrum in
Schrödinger equation with quasi-periodic potential. Recall that we saw that this spectrum was
a closed subset of the real line. It will turn out that quite typically this set is nowhere dense, a
situation that will be referred as Cantor spectrum.

It is not immediate from the discussion and properties of the rotation number (increasing
strictly on the spectrum and constant over the intervals of the resolvent set) that the spectrum
is a Cantor set, because this does not imply that the resolvent set is non void. Indeed, it could
happen (and it certainly does) that the spectral gap corresponding to a certain resonance (that is
the interior of the set of points with rotation number in the resonance module) is void, in which
case we will speak of a collapsed gap. This phenomenon also takes place in the periodic case, and,
though is not persistent under generic (even quasi-periodic) perturbations (see [65] for this gap
opening), it can be shown (using reducibility) that in some cases the analysis for its existence is
analogous to the periodic case ([12]).

One way to prove the existence of Cantor spectrum is based on the approximation by periodic
potentials. We shall focus on two papers. The first, due to J. Moser ([64]), constructs a limit
periodic potential of the type

q(t) = a0 +
∞∑

j,s=1

(
ajs cos(s2−jt) + bjs sin(s2−jt)

)
(3.46)

such that it opens all gaps (corresponding to iterations of the Poincaré map) of a certain periodic
potential. More precisely, the main statement in [64] is

Theorem 3.3.33 ([64]) Given η > 0 and q0 a continuous function of period π, there exists a
limit-periodic analytic function q with basic frequencies 2−j (j = 0, 1, . . . ) with ‖q − q0‖∞ < η for
which the Schrödinger equation with potential q has all spectral gaps open and, hence, the spectrum
is a Cantor set.

There is a very nice geometrical discussion behind this result, which comes from a detailed
analysis of the periodic case. In this case we know that the spectral gaps are labeled with the
positive integers, because they correspond to those values of λ for which |∆(λ)| > 2, where ∆
is the trace of the Poincaré map. On the other hand, one can also consider q as a function of
period 2π, 3π, . . . ,mπ and the corresponding spectral gaps. However, it turns out that all the
spectral gaps corresponding to higher periods of the Poincaré map are collapsed, because they
are all double roots of the mπ-period time map. The idea of [64] is to recurrently define the
perturbation (3.46) so that all gaps corresponding to higher periods are opened. To show that
previously opened gaps are not closed again it is used the analog of the functional derivative from
theorem 3.3.14 for periodic potentials which is also valid for the spectral intervals (i.e. those open
intervals contained in the spectrum of the periodic operator).

In [46], Moser techniques are heavily used by R. Johnson, together with the functional deriva-
tive (and specially its positiveness) to provide a more general result using again the periodic
approximation. The main statement of this paper is the following

Theorem 3.3.34 ([46]) There is a residual subset (i.e., countable intersection of open dense
sets) F ⊂ Rd such that, if ω ∈ F , then the following statement holds. There is a residual subset
V = V (ω) ⊂ Cδ(Td), with 0 ≤ δ < 1, such that, if Q ∈ V and φ ∈ Td, then the operator

H = Hφ = − d2

dt2
+Q(ωt+ φ) (3.47)
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has Cantor spectrum.

The core of the proof is the following theorem,

Theorem 3.3.35 ([46]) Let A = R
d × Cδ(Td), where 0 ≤ δ < 1. There is an open dense subset

W ⊂ A such that, if (ω,Q) ∈ W , then the two-dimensional system associated to (3.47) has an
exponential dichotomy for all φ ∈ Td.

Finally, note that the existence of Cantor spectrum can also be obtained in combination with
reducibility results, as it is the case in [29] and the references therein. This will be discussed in
section 3.4.3.

3.4 Reducibility in Schrödinger equation with quasi-pe-

riodic potential

Now we come to the main section in this chapter. Here we shall make free use of the notations,
definitions and results from previous sections. Up to now we have seen that the behaviour of
Schrödinger equation with quasi-periodic potential can be quite accurately described in the resol-
vent set, and the underlying reason is that, there, the system is uniformly hyperbolic. We will
therefore distinguish between reducibility in the resolvent set and reducibility in the spectrum.
Moreover, in the latter case, the rotation number (which will correspond to the imaginary part
eigenvalues of the reduced matrix), together with its arithmetical properties, will play a key role.

3.4.1 Reducibility in the resolvent set. Uniformly hyperbolic reduci-
bility

The reducibility in this set under the typical Diophantine assumptions on the frequency vector
ω, has, in fact, already been established, as we have shown that if λ is in the resolvent set of the
operator

H = − d2

dt2
+Q(ωt+ φ)

then the corresponding two dimensional system with this value of λ has an exponential dichotomy
with two one-dimensional subbundles. Therefore we are under the full spectrum hypothesis and
the results on reducibility by R. Johnson and G. Sell (see theorem 2.5.1) can be applied if suitable
arithmetic properties on ω and regularity properties on Q are satisfied.

For the sake of self-containedness we now give a proof of this fact using what we have introduced
during this chapter. We follow the approach of [47], although a similar result can be found in
many other places. The result that we want to prove is the following:

Theorem 3.4.1 ([65]) Let F the space of quasi-periodic functions whose extension to Td is of
class α (with α = r,∞, a, r ≥ 0) and with frequency ω ∈ Rd. Then, there exists a transformation
T = T (t;λ) such that the elements of T, T−1 belong to F and the transformation(

x
x′

)
= T (t;λ)z

takes the system (3.43) into
z′ = D(t;λ)z,
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where D(t;λ) is a diagonal matrix with elements in F . Moreover[
d

dt
log detT (·;λ)

]
= 0.

Proof: For Im λ 6= 0 we choose

T (t;λ) =

(
1 1

m+(t;λ) m−(t;λ)

)
so that the transformed system z′ = D(t;λ)z possesses(

ψ+(t;λ)
0

)
and

(
0

ψ+(t;λ)

)
as solutions. From

D = diag(m+,m−)

we find that its average is
[D] = diag(w,−w).

For Im λ = 0 and λ in the resolvent set (that is, λ is in a spectral gap I, with rotation number
α(λ) = 1

2
〈k, ω〉) we set

T (t;λ) =

(
1− im̃+ 1− im̃−
m̃+ m̃−

)(
ei〈k,ω〉 0

0 1

)
so that the transformed matrix is

D = diag(p+ + i〈k, ω〉, p−),

with

p± = m̃± + (q − λ)(m̃± + i) =
(ψ± + iψ±

′)′

(ψ± + iψ±
′)
.

From the above definitions and the properties of ψ±, m̃± it follows that the functions p± are
quasi-periodic with frequency ω and that their averages are

[p+] = w̄, [p−] = −w.

Hence also in this case the average of the transformed matrix is

[D] = diag(w̄ + i〈k, ω〉,−w) = diag(w,−w)

and tr([D]) = 0, since Im w = α(λ), the rotation number.
For both Im λ 6= 0, and Im λ = 0 and in the resolvent set, we have that the elements of

the transformation T belong to F due to theorem 3.2.26. Moreover the determinant of this
transformation is, respectively

detT = m− −m+, (m̃− − m̃+)e−i〈k,ω〉t,

which is bounded away from zero. Since

D = T−1AT − T−1T ′,

where A is the original matrix of the system, we conclude from tr[D] = 0 and tr A = 0 that

0 =
[

tr T−1T ′
]

= lim
T→∞

∫ T

0

(detT )′

detT
dt,

proving the theorem �
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Remark 3.4.2 Using the results from the first chapter on diagonal systems we can prove reducibil-
ity assuming regularity on the potential and certain arithmetic conditions on frequency vector ω.

Remark 3.4.3 Note that the reducing transformation of the above result is quasi-periodic with
frequency ω and not ω

2
as usual. The price that we must pay for such property is that the trans-

formed matrix is complex, just as it happens in the periodic case.

3.4.2 Reducibility in the spectrum. KAM techniques

In the previous section we have shown reducibility in the resolvent set. The arguments have
been based on the uniform hyperbolicity of the flow. In the spectrum the situation is much more
different and the reducibility will be obtained near constant coefficients and by means of KAM
(Kolmogorov-Arnol’d-Moser) theory. If we seek for the reducibility at a point of the spectrum
with a certain rotation number, then the imaginary part of the eigenvalues of the reduced matrix
will be this rotation number and its negative. The rotation number plays thus the role of the
normal frequency of the system. The approach in this section is taken from the [26], [29] and [27].

When using a perturbative argument we need to have some information about what we are
perturbing. In our case it is obvious that close to constant coefficients (i.e. assuming the potential
small) we can perform such a perturbative analysis. However, perturbative arguments can also be
used for arbitrarily big (but fixed) potentials if we assume that the energy λ of the trivial solution
is large enough. This is due to the following transformation.

Consider the first-order system associated to Schrödinger equation with quasi-periodic poten-
tial (

x
x′

)′
=

(
0 1

Q(θ)− λ 0

)(
x
x′

)
, θ′ = ω. (3.48)

After performing the following passage to complex coordinates(
x
x′

)
=

(
1 1

i
√

(λ) −i
√

(λ)

)
u,

the above system becomes

u′ =

(
i
√
λ 0

0 −i
√
λ

)
u+

Q(θ)

2
√
λ

(
−i −i
i i

)
u, θ′ = ω. (3.49)

For large λ this can be viewed as a perturbation of a family of rotations with angular velocity
√
λ.

Therefore, a perturbative analysis in this case is also possible.
As it is customary in KAM theory, we will assume the real analyticity of the function Q : Td →

R in a complex strip and some strong non-resonance conditions. These conditions will refer both
to the external frequencies of the forcing (the frequency vector ω) and the internal frequencies of
the system (the rotation number). We shall use the following notation. Assume that ω ∈ Rd is
the frequency vector of the forcing, that will be taken fixed for the rest of the section. We say
that it is Diophantine whenever there exist positive constants N, τ > 0 such that

|〈k〉| ≥ N−1|k|−τ , k ∈ Zd − {0}
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being 〈k〉 = 〈k, ω〉 with the usual scalar product in Rd. We say that a real number ρ is Diophantine
with respect to ω (in fact with respect to its half-frequency module M(ω)) whenever there exist
positive constants K, σ > 0 such that∣∣∣∣ρ− 〈k〉2

∣∣∣∣ ≥ K−1|k|−σ, k ∈ Zd − {0},

and that it is rational with respect to ω if ρ ∈M.
The hypothesis on the real analyticity and the smallness of the potential will be stated in the

following form. Assume that Q : Td → R is the lift to Td of the potential q, which we consider
analytic in a complex neighbourhood |Im θ| < r of Td. To control the size of this function we use
the norm

|Q|r = sup
|Im θ|<r

|Q(θ)|

on the space of analytic functions in this complex strip of the d-dimensional torus.
A natural way to show reducibility is to try to find a Floquet representation. Recall that, if

X(t;φ) is the fundamental solution for the system (3.48) with initial phase φ ∈ Td for the angular
variables, a Floquet representation of X is a representation of X of the form

X(t;φ) = Y

(
ωt

2
+ φ

)−1

eBtY (φ), (3.50)

where B is a constant matrix (belonging to sl(2,R) because we are dealing with Schrödinger equa-
tion) and Y : Td → Gl(2,R) is an analytic matrix-valued function. Note the usual phenomenon
of frequency-halving in the above expression.

Finding a Floquet representation implies solving the non-linear differential equation

〈∇θY (θ),
ω

2
〉 = −Y (θ)A(θ) +BY (θ), (3.51)

with

A(θ) = A0 + F (θ) =

(
0 1
−λ 0

)
+

(
0 0

Q(θ) 0

)
.

We will use the notation ∂ω· = 1
2
〈∇·, ω〉, so that the equation (3.51) becomes

∂ωY (θ) = −Y (θ)A(θ) +BY (θ).

This is a transformation problem with small divisors, coming both from the external frequencies
of the forcing and the internal frequencies of the system, which one may try to solve by a Newton
iteration of KAM type as long as F , the perturbation, is small.

In this case, it is natural to look for a transformation Y which is close to the identity and
hence a B which is close to A0. That is, we can consider the splitting

Y (θ) = I + Ŷ (θ), B = A0 + B̂,

being Ŷ and B̂ the new unknowns. If we write equation (3.51) for these new functions, we get the
equation

∂ωŶ (θ) = B̂ +
[
A0, Ŷ

]
− F (θ) +

(
B̂Ŷ (θ)− Ŷ (θ)F (θ)

)
, (3.52)
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where [·, ·] is the Lie bracket. Linearizing this equation in the perturbation (that is forgetting
about terms with square perturbations) we obtain

∂ωŶ1(θ) = B̂ + [A0, Ŷ1]− F (θ) +
(
B̂Ŷ1(θ)− Ŷ1(θ)F (θ)

)
. (3.53)

In order to get a solution (and a small one!) of this equation we need to use the Diophantine
condition not only on the frequency vector, but also on the eigenvalues ±iα0 of the unperturbed
part A0. For example, if we want to solve (3.53) up to an approximation of order ε

3
2 (being ε a

small parameter controlling the size of the perturbation F ) we need to impose the Diophantine
condition

|±2α0 − 〈k〉| ≥
ε

1
2

|k|τ
, 0 < |k| < 1

r0

log(
1

ε
) (3.54)

for a positive constant τ > 0. These conditions are not fulfilled in general, but since α0 depends
on the energy λ, we may force the above condition to hold simply by excluding those λ for which
α(λ) violates it. Hence, for the good λ’s that remain, we can solve (3.53), and transforming the
equation (3.48) by Y1(θ) = I + Ŷ1(θ) gives the system

u′ = (A1 + F1(θ))u, θ′ = ω,

where A1 = A0 + B̂ and F1 is of the size ε
3
2 , that is, much smaller than F . Then we repeat this

procedure with A1 (whose eigenvalues ±iα1 also depend on λ) instead of A0. In this way one
constructs a sequence of transformations Yj · · · · ·Y1, for j = 1, . . . ,∞, that transforms the system
(3.48) more and more closely to a constant coefficient system. Since the Yj are closer and closer
to the identity, it is seen (after some work) that the sequence converges to a transformation Y (θ)
that solves the non-linear equation (3.51).

This approach, perhaps the most natural one, was used by Dinauburg and Sinai ([22], see
also [76] and [15]) to prove the reducibility in a big set (in a measure sense) close to constant
coefficients. However, this procedure requires that one restricts the parameters λ, and an essential
point is to control the dependence on λ in order to ensure that we do not exclude too many or
even all λ.

The restriction of parameters turns out to be imposed only by the use of transformations close
to the identity, and the way to overcome this restriction (as it is done in [65] and [29]) is to
enlarge the class of transformations. An exponential over the torus is a matrix-valued mapping
Z : Td → SL(2,R) of the form

Z(θ) = C−1ez(θ)C, z(θ) =
〈k, θ〉

2

(
+i 0
0 −i

)
,

where C is a non-singular matrix and k ∈ Zd is fixed. The effect of transforming the constant
matrix system

u′ = A0u, θ′ = ω

by an exponential u 7→ Z(θ)u that commutes with A0 is simply to replace A0 by

Ã0 =

(
α0 +

〈k, ω〉
2

)
1

α0

A0.

In particular, if 2α0 + 〈k, ω〉 ≈ 0 so that condition (3.54) is violated for A0, then this condition
will hold for Ã0.
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Hence, using transformations Yj(θ) = Zj(θ) + Ŷj(θ) that are close to exponentials, one can
overcome the restriction imposed by (3.54). The perturbation theory of course becomes more
complicated since the estimates are less good, but this can be handled. The approach works up to
any order for all λ without exception, but when we want to go to the limit we run into problems.
The reason is that an infinite product of exponentials may not converge, and it is only for almost
every rotation number ρ(λ) that one can prove the convergence of the sequence of transformations

Yj · · · · · Y1 → Y.

In order to show that the exceptional rotation numbers ρ(λ) (i.e. those for which we cannot guar-
antee convergence of the process) are avoided by almost every λ, one must control the dependence
of the rotation number on λ. In a general linear quasi-periodic equation this would be difficult,
because we have neither an independent characterization of the imaginary parts of the eigenvalues
nor an easy way to control their variation in terms of the parameters of the system. However this
turns out to be feasible in SL(2,R) since one can use the rotation number together with some
information on the function λ 7→ ρ(λ).

The exponential transformations were originally introduced by Moser and Pöschel in [65] and
they were used by Eliasson ([29]) in a systematic way to prove the following theorem

Theorem 3.4.4 ([29]) Assume that ω ∈ DC(N, τ) and that Q : Td → R is real analytic in a
strip of width r. Then there exists a constant C = C(τ, r,N) such that if we define

λ0(s) =

{ (
s
C

)2
s ≥ C

−∞ s < C

then the following holds for λ > λ0(|Q|r).

(i) If the rotation number ρ(λ) is Diophantine or rational, then there exists a matrix B = B(λ)
in sl(2,R) and an analytic matrix-valued function Y : Td → GL(2,R), also depending on λ,
such that

X(t;φ) = Y

(
ωt

2
+ φ

)
eBtY (φ)−1.

(ii) If ρ(λ) is neither Diophantine nor rational, then

lim inf
|t|→∞

|X(t;φ0)−X(0;φ0)| < 1

2
|X(0;φ0)| and lim

|t|→∞

|X(t;φ0)|
t

= 0,

for all φ0 ∈ Td.

Remark 3.4.5 The result gives no information on the dependence of the matrix B(λ) with respect
to λ when λ is in a spectral gap. However, an iterative scheme can be done (see [65]) to obtain
a family of matrices which are real analytic in the interior of the gap and have C∞ extensions to
the boundaries of the gap. On the other hand, such results can be obtained from the above result
a posteriori ([12]).

Remark 3.4.6 In the second item of theorem (3.4.4) it is essential to ask only for point conver-
gence in φ0, because the result comes from a perturbation method which is not absolutely convergent.

The proof of this theorem as already sketched consists of three main steps. This will be a little
bit more developed in the following subsections.
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The small divisor lemma

Let Br be the space of all analytic functions F : Td → gl(2,C) in a complex strip of width r for
which

|F |r = sup
|Im θ|<r

|F (θ)| <∞.

Then | · |r is a norm making Br a Banach space. Let

B =
⋃
r>0

Br.

If F depends on a parameter λ ∈ ∆ ⊂ R, we say that it is C2 in λ whenever λ 7→ Fλ ∈ Br is
C2. As a notation, and assuming that the parameter is known, say λ, we will write ∂νF to denote
the derivative with respect to this variable. We say that it is piecewise C2 (pw.-C2) in λ on some
set ∆ ⊂ R if there exists a finite set {λi} in ∆ such that F is C2 in ∆ − {λi} and such that the
right and left limits of δνF , for ν = 0, 1, 2, exist at all points λi, whenever such a limit makes
sense.

For each F ∈ Br we define

σ̂(F ) =
{

k ∈ Zd; F̂ (k) 6= 0
}
,

where F̂ (k) is the k-th Fourier coefficient of F .

Lemma 3.4.7 (Small divisor lemma, [29]) Let A = A(λ) ∈ sl(2,C) have eigenvalues ±e(λ),
and assume that |A(λ)− λ̃J | < 3 for some λ̃(λ). Let F ∈ Br and assume

|i〈k〉 ± 2e(λ)| ≥ K−1|k|−1, k ∈ σ̂(F ).

Then there exists a unique Y ∈ B such that

∂ωY = [A, Y ] + F and σ̂(Y ) ⊂ σ̂(F ).

The matrix Y satisfies the estimate

|Y |s ≤ c
K2

(r − s)3τ
|F |r, for s < r,

where the constant c depends only on τ . Moreover, if F,A ∈ Br are C2 or pw.-C2 in λ, then so is
Y ∈ Bs, and the following estimates hold for s < r

|∂Y |s ≤ c

[
K2

(r − s)3τ
|∂F |r +

(
K2

(r − s)3τ

)2

|∂A||F |r

]
,

∣∣∂2Y
∣∣
s
≤ c

[
K2

(r − s)3τ
|∂2F |r +

(
K2

(r − s)3τ

)2

(|∂2A||F |r + |∂A||∂F |r) +

(
K2

(r − s)3τ

)3

|∂A|2|F |r

]
.

The proof uses standard estimates for the convergence on a complex strip of the torus of a
formal solution of a system of linear homological equations of the type

(∂ωu2l)(θ) + u1l(θ) + u0l = 0

for 1 ≤ l ≤ l0 and for all θ ∈ Td using the formal solution in terms of the Fourier series as we did
in the first chapter.
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The inductive lemma

Let A ∈ sl(2,R). In particular, this means that the two eigenvalues of A coincide up to a sign
and, since A is real, they are both real or purely imaginary. Hence the imaginary parts of the
eigenvalues are ±iα and we can fix the sign of α inducing an orientation. More precisely we shall
require that

A = αMJM−1,

being M a matrix with detM > 0 and J the matrix

J =

(
0 1
−1 0

)
.

We shall call α the rotation number of A, because it is consistent with previous definitions. If
A = A(λ) is continuous on λ, then also α(λ) is continuous in λ (we already saw this in much more
general situations), and if A(λ) is pw-C2 for λ ∈ ∆ ⊂ R, then α(λ) is pw.-continuous on ∆ (there
is the problem of a collapse of the eigenvalues) and pw-C2 on ∆− α−1(0).

We now come to some of the typical steps in KAM setup. Let (rj)j be a decreasing sequence
of positive numbers such that

rj − rj+1 ≥ 2−j
r1

2
for j ≥ 1.

Let
εj+1 = ε1+σ

j ,

where 0 < σ < 1, and let

Nj =
2σ

rj − rj+1

log

(
1

εj

)
for each j. From all these definitions we obtain the estimates

εσj ≤
(

4σ

r1(1 + σ)
log

(
1

ε1

)
(2 + 2σ)j

)−4τ

≤ N−4τ
j (3.55)

for all j, assuming that ε1 is small enough. For example, it suffices to consider

ε1 ≤ cr
( 4τ
σ

+1)
1 ,

for some small constant c that only depends on τ and σ. From now on all constants will be
denoted by c and they will depend only on σ and τ , where σ is a fixed small number ( σ ≤ 1/33
will do).

Let now A1(λ) ∈ sl(2,R) and F1(·, λ) ∈ Br be real and pw.-C2 in λ ∈ ∆. We assume that
tr [F1(·, λ)]

Td
= 0, and


∣∣∣A1(λ)− λ̃1(λ)J

∣∣∣ < 2, for some λ̃1 = λ̃1(λ),

|∂ν (A1(λ))| < ε−νσ1 ν = 1, 2,
|∂νF1|r1 < ε1, ν = 0, 1, 2.

(3.56)
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The sequences (εj)j, (rj)j, (Nj)j (which are strongly interdependent) will be of fundamental
importance in the sequel. The sequence (Nj)j will measure number of resonances that will have to
be taken into account at each step of the inductive process. The sequence (rj)j will measure the
width of the analyticity strip of the mappings that we will recursively define on the torus. Finally
the sequence (εj)j will determine the sets of λ ∈ ∆ for which we can apply a new transformation.

With these preliminaries we can state the main lemma that will be used to prove the theorem.

Lemma 3.4.8 (Inductive lemma, [29]) There exists a constant C = C(τ, σ) such that, if ε1 <

Cr
((4τ/σ)+1)
1 , then for all j ≥ 1 there exists Fj+1 ∈ B, Yj+1 and Aj+1, the latter in sl(2,R) and

both real and pw.-C2 in λ and with tr [Fj+1]Td = 0, verifying the equation〈
Y ′j+1

(
θ

2

)
,
ω

2

〉
= (Aj + Fj(θ))Yj+1

(
θ

2

)
− Yj+1

(
θ

2

)
(Aj+1 + Fj+1(θ)) . (3.57)

Let αj be the rotation number of Aj and let Λj(k) be a finite union of intervals such that{
λ : |2αj(λ)− 〈k〉| < εσj

}
⊂ Λj(k) ⊂

{
λ : |2αj(λ)− 〈k〉| < 2εσj

}
for 0 < |k| ≤ Nj. Let also

Λj(0) = ∆−
⋃

0<|k|≤Nj

Λj(k),

and rj − rj+1 = rj/2, if λ 6∈ Λj(0), and rj − rj+1 = 2−jr1/2 if λ ∈ Λj(0). Then we have the
following estimates:∣∣∣∣∂ν (Yj+1(·, λ)− exp

{
〈k〉
αj(λ)

Aj(λ)

})∣∣∣∣
rj+1

< ε
1/2
j , ν = 0, 1, 2, λ ∈ Λj(k); (3.58)

|∂νFj+1|rj+1
< εj+1, ν = 0, 1, 2; (3.59)∣∣∣∣∂ν (Aj+1(λ)−

(
1− 〈k〉

2αj(λ)

)
Aj(λ)

)∣∣∣∣ < ε
2/3
j , ν = 0, 1, 2, λ ∈ Λj(k); (3.60){

|∂νAj+1| < ε−νσj+1 , ν = 1, 2
|Aj+1(λ)| < 32 |αj+1(λ)|N τ

j+1 if |αj+1(λ)| ≥ 1
4
N−τj+1.

(3.61)

The idea of the lemma is the following. We assume that Aj and Fj satisfy the inequalities
(3.58)-(3.61) for j and then we try to find Yj+1, Aj+1 and Fj+1 satisfying (3.57) with the required
properties. In this inductive scheme the first step is to check that all this is true for the first
iteration.

Clearly, the first estimate of (3.61) is fulfilled by assumption, and the second one is trivial
unless |A1| ≥ 8. In this case, the initial assumptions just imply that |λ̃1(λ)| > 6 , because of
(3.56), and hence |α1| > |λ̃1| − 2. Now this gives immediately |A1| < 2|α1| which implies the
second estimate of (3.61) for j = 1.

The core of the proof is to control the behaviour of the sets Λj(k) for 0 < |k| < Nj. Note that
the convergence of the sequence (αj(λ))j to the rotation number of λ will imply the convergence
of the sets Λj(k) to the set of λ’s with rational rotation number 〈k, ω〉/2 (for which we want to
prove reducibility). On the other hand the set Λj(0) will converge to a subset of the spectrum
and of ∆, which, as we will see, will be the set of those λ’s with Diophantine rotation number.
All this makes it necessary to distinguish between the cases λ ∈ Λj(0) and λ 6∈ Λj(0).

Case 1. Suppose that λ ∈ Λj(0). Then, from the definition of this set, we have that for all
0 < |k| < Nj,

|2αj(λ)− 〈k〉| ≥ εσj .
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Moreover, by the conditions (3.61) for previous k ≤ j, we have that |Aj(λ)− λ̃(λ)J | < 3 for λ̃j = 0
or λ̃1. Indeed, if

λ ∈
j−1⋂

1

Λk(0),

then we must have that ∣∣∣Aj(λ)− λ̃1J
∣∣∣ < 2 + ε

2/3
1 + · · ·+ ε

2/3
j−1 < 3.

On the other hand, if

λ ∈
j−1⋂
k+1

Λl(0) ∩ Λk(k),

with k 6= 0, then

|Aj(λ)| < ε
2/3
k + · · ·+ ε

2/3
j−1 +

∣∣∣∣(1− 〈k〉
2αk

)
Ak

∣∣∣∣ < 2ε
2/3
k + 2εσk

∣∣∣∣ Ak2αk

∣∣∣∣ < 2ε
2/3
k + εσk32N τ

k < 34N τ
k ε

σ
k ,

(3.62)

by the assumption (3.61) for k, because λ ∈ Λk(k) implies that, if k 6= 0, then

|2αk| ≥ N−τk − 2εσk ≥
1

2
N−τk .

Let now G be the truncated Fourier series

G(θ) =
∑

0<|n|≤Nj

F̂j(n)ei〈n,θ〉,

and define Y as the solution of

∂ωY − [Aj, Y ] = G, σ̂(Y ) ⊂ σ̂(G),

which exists uniquely by lemma 3.4.7. Then we define
Yj+1(θ) = I + Y (2θ)

Aj+1 = Aj + F̂j(0)

Fj+1 = (I + Y )−1
[
FjY − Y F̂j(0) +

(
Fj −G− F̂j(0)

)]
.

These matrices are pw.-C2 in λ ∈ Λj(0) and tr Aj+1 = 0. Moreover, they satisfy the equation
(3.57) and, therefore

tr [Fj+1]
Td

= [ tr Fj+1]
Td

=
[

tr Y −1
j+1(Aj + Fj)Yj+1

]
Td
−
[

tr Y −1
j+1∂ωY

]
Td

= −
[

tr
(∑

(−1)kY k
)
∂ωY

]
Td

= −
∑

(−1)k
1

k + 1
tr
[
∂ω(Y k+1)

]
Td

= 0,

so we only need to consider the estimates involved in the lemma.
In order to do so, we note that, reducing the analyticity band

|∂νG|s < cεjN
τ+1
j , s = rj+1 +

rj − rj+1

2
.
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Then by lemma 3.4.7 and (3.61) for j we get the estimate

|∂νY |rj+1 < cε
1−(2+3ν)σ
j N

τ(1+3(ν+1))+1
j , ν = 0, 1, 2

and this gives (3.58) for j + 1. To prove (3.60) for j + 1 one must observe that∣∣∣∂ν(Fj −G− F̂j(0))
∣∣∣
rj+1

< cε1+2σ
j N τ+1

j

and that ∣∣(I + Y )−1
∣∣
rj+1

< 2,

which, differentiating Fj+1 and after some manipulation gives the desired bound.
The estimates (3.61) and the first one of (3.61) for j+1 are an easy consequence of the definition

of Aj+1 and (3.60), already shown. The second estimate of (3.61) must only be considered whenever
|Aj+1(λ)| ≥ 8, similarly to the first step of the iteration. In this case we have that λ ∈ ∩jk=1Λk(0),
i.e.

|Aj+1(λ)− λ̃1J | < 2 + 2ε
2/3
1 <

5

2
.

Hence |λ̃1| > 5. But then |αj+1(λ)| ≥ |λ̃1| − 5
2
> |λ̃1|

2
. Hence∣∣∣∣Aj+1(λ)

αj+1(λ)

∣∣∣∣ ≤ 2 +
5

|λ̃1|
≤ 3,

which proves the second estimate of (3.61) for j + 1 and case 1.
Case 2: Suppose now that λ ∈ Λj(k), with k 6= 0, and let

Z(θ) = exp

{
〈k, θ〉
2αj(λ)

Aj(λ)

}
,

that is, Z is an exponential in the sense defined before. Then the homological equation, as already
stated, becomes

∂ωZ = (Aj + Fj)Z − Z(Bj +Gj),

where

Bj =

(
1− 〈k〉

2αj

)
Aj, Gj = Z−1FjZ.

Note that Gj can be defined on Td instead of (2T)d, because it can be expressed in terms of Fj
(which is defined on Td) and of products of two elements of Zj (which are defined on (2T)d and

thus products of two elements are defined on Td). The rotation number of Bj is βj = αj − 〈k〉2 ,
and satisfies

|2βj − 〈n〉| ≥ (5Nj)
−τ − 2εσj ≥ 2εσj , 0 < |n| ≤ 5Nj,

because of the definition of βj and the condition λ ∈ Λj(k). Moreover, by (3.61) for j, we have
that

|Bj| < 2εσj

∣∣∣∣ Aj2αj

∣∣∣∣ < 1.

Let now G be the following truncated Fourier series (which is different from the first one)

G(θ) =
∑

0<|n|≤5Nj

Ĝj(n)ei〈n,θ〉.
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Then we let Y be the unique solution of

∂ωY − [Bj, Y ] = G, σ̂(Y ) ⊂ σ̂(G),

and we define
Yj+1(θ) = Z(2θ) (I + Y (2θ))

Aj+1 = Bj + Ĝj(0)

Fj+1(θ) = (I + Y (2θ))−1
[
Gj(θ)Y (2θ)− Y (2θ)Ĝj(0) + (Gj(θ)−G(θ)− Ĝj(0))

]
.

As in the first case, all the requirements are fulfilled. The estimates, however, become a bit
more tedious, because of the transformation to an exponential.

Sketch of proof

We now sketch the proof of the theorem 3.4.4. Each λ belongs to a unique set ∩Λj(kj), for a
sequence 0 ≤ |kj| ≤ Nj (because of the estimates in the inductive lemma) which may be void.
Moreover, starting the iteration with our initial setting, it is clear that

rj → r0 ≥ 0, |Fj|rj → 0 and Aj → A pointwise

as j →∞.
Suppose now that λ is such that kj = 0 for all j sufficiently large. For such λ we can conclude

that the product
n∏
j=2

Yj → Y

converges in | · |r0 with r0 > 0. If λ is not of this type, the convergence is unclear. However we
have that

|Yj(0)− I| < ε
1/2
j

for all j, so the product above is convergent at zero. But more is true. For each λ, the product∏
Yj

(ω
2
t
)

converges uniformly on compact intervals of R. In order to see this we only need to note that∣∣∣Yj+1

(ω
2
t
)
− I
∣∣∣ ≤ ε

1/2
j + |Zj(ωt)− I|,

where

Zj(ωt) = exp

(
〈kj〉
2αj

Ajt

)
= cos

(
〈kj〉

2
t

)
I + sin

(
〈kj〉

2
t

)
Aj
αj
,

by the first estimate of (3.58).
Now, if kj = 0 then the bound will be for all t, and if kj 6= 0, then, also by the lemma,

|2αj−〈kj〉| < 2εσj , which implies that |Aj| < 32|αj|N τ
j by (3.61). Let now j1 < j2 < . . . be all the

indices j for which kj 6= 0. Then, after some estimates (see [29]) it is seen that for t with tN τ
jk
εσjk

small we get

|Zjk+1
(ωt)− I| < 70tN τ

jk
εσjk , (3.63)

which shows that the product converges uniformly for t bounded.
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Now from the items of theorem 3.4.4 it only remains to show two things. The first one is
that up to now, the conditions on the rotation number ρ have only been written in terms of the
sequence αj and more specifically in terms of the sequence kj for which λ ∈ Λj(kk). Recall that
we were only able to show uniform convergence on a strip of the torus whenever kj = 0 for all j
large enough. We must now relate this condition with the arithmetical properties of the rotation
number ρ. The second item which remains to do is to perform the initial transformations to render
the original system, either with large energy or close to constant coefficients, to a suitable form
before applying the iterative process.

Let now X1 be a solution of the system

X ′1(t) = (A1 + F1(ωt))X1(t).

Then, by lemma 3.4.8 we have a representation

X1(t) = Y
(ω

2
t
)
eAt,

disregarding the kind of convergence of the product of functions Yj on the torus Td, which will
be decided in a moment in terms of the rotation numbers involved. Moreover, if X1 has rotation
number ρ̃(λ), then we conclude from this representation that

ρ̃(λ) =
1

2

∞∑
j=1

〈kj〉+ α(λ),

for λ ∈ ∩Λj(kj) and α(λ) = limαj(λ). Let

ρj+1 = αj+1 +
1

2

j∑
k=1

〈kk〉, λ ∈
j⋂

k=1

Λk(kk).

That the sequence (ρj)j converges uniformly in λ is the content of the following lemma:

Lemma 3.4.9 ([29]) (i) |ρj+1−ρj| < cε
1/4
j for all j. In particular, the sequence {ρj}j converges

uniformly to the limit ρ̃.

(ii) If λ ∈
⋂∞

1 Λj(kj) and ρ̃(λ) is Diophantine or rational, then kj = 0 for all j sufficiently
large.

Proof: For the first item (i) it suffices to show that∣∣∣∣αj+1(λ)−
(
αj(λ)− 〈k〉

2

)∣∣∣∣ < cε
1/4
j

for λ ∈ Λj(k), which follows from the condition (3.61) for j + 1.
For (ii) we proceed by contradiction. Suppose that

|2ρ̃(λ)− 〈k〉| ≥ K−1|k|−s, |k| ≥ N,

for some N , K, as s > 0. Suppose also that there exists an increasing sequence (jk)k, such that
kjk 6= 0. Hence, by the definition of the sets Λj(k),

|2αjk(λ)− 〈kjk〉| < 2εσjk .
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Then ∣∣∣∣∣2ρ̃(λ)−
jk∑
1

〈kl〉

∣∣∣∣∣ ≤ 2|ρ̃(λ)− ρjk(λ)|+ |2αjk(λ)− 〈kjk〉| < 4εσjk .

On the other hand, due to the Diophantine assumptions,∣∣∣∣∣ρ̃(λ)−
jk∑
1

〈kl〉

∣∣∣∣∣ ≥ K−1(Nj1 + · · ·+Njk)
−s ≥ cK−1N−2s

jk
,

because it can be shown that N3
jl
< cNjl+1

. Now this implies that

ε−σjk ≤ const.

(
log

(
1

ε1

)
(2 + 2σ)jk

)2s

for infinitely many k. This is incompatible with ρ̃(λ) being either rational of Diophantine, due to
condition (3.55) in the setup. �

To end the proof of theorem 3.4.4 we must distinguish between the case of high energies and
the case of a small potential in order to perform the preliminary transformations. We sketch the
case of a small potential.

Let λ0(s) as in theorem 3.4.4, and define

C(τ, r) = C(τ, σ)r((4τ/σ)+1)

for σ = 1/33 say, where C is the constant of lemma 3.4.8. Suppose that |Q|r < C(r, τ), and let
λ ∈ (−1, 1). Now equation (3.48) can be expressed as

X ′1(t) = (A1(λ) + F1(ωt, λ))X1(t),

with A1 = B and F1 as defined in the preliminaries and X1 having rotation number ρ(λ) = ρ̃(λ).
Moreover 

|A1(λ)| < 2∣∣( ∂
∂λ

)ν
A1(λ)

∣∣ < ε−νσ1 , ν = 1, 2∣∣( ∂
∂λ

)ν
F1(·, λ)

∣∣
r
< ε1 = C(τ, σ)r((4τ/σ)+1) ν = 0, 1, 2

and now the result follows from an application of lemmas 3.4.8 and 3.4.9. If λ ≤ −1, then we are
in the resolvent set if |Q|r < 1 and the result is also true. If λ ≥ 1, then this case is covered by
the large potential, which is treated performing the transformations defined in the preliminaries.

It only remains to prove the non-absolutely convergent part of the theorem, which gives a
bound for the rate of escape of points in the spectrum with rotation number ρ̃(λ) being neither
Diophantine nor rational. In this case, we let λ ∈ Λj(kj). If kj = 0 for j large enough, then
X, the fundamental matrix, has a Floquet representation, so the result trivially follows. Assume,
therefore, that there exists an increasing sequence of integers 1 ≤ j1 < j2 < . . . such that kjk 6= 0.
Then we can apply any number of steps of the iterative process (because the frequencies of the
forcing are Diophantine and we have some control on the set of bad rotation numbers) to deduce
that limAj(λ) = 0. Therefore, we only need to worry about the limit of the product

∏
Yj(

ω
2
t).

Let now t = t1 + · · ·+ tk, for k ≥ 2 with |tl| ≤ 4πN τ
jl

for all l. Choose

tk =
4π

〈kjk〉

89



and tk−1 so that

tk−1 + tk = n
4π

〈kjk−1
〉
, for some n,

and so on. Then we get that, by construction, Zj1(ωt) = I and, for all jl, with l ≥ 1,

|Zjl+1
(ωt)− I| = |Zjl+1

(ωTl)− I| < 70TlN
τ
jl
εσjl

as in (3.63), where

Tl =

{
t1 + · · ·+ tl l ≤ k − 1
t1 + · · ·+ tk l ≥ k.

Since
|Tl| ≤ 4π(N τ

j1
+ . . . N τ

jl
) ≤ 4πN2τ

jl
,

and ∣∣∣Yj+1

(ω
2
t
)
− I
∣∣∣ < ε

1/2
j

for all j 6= jl it follows that ∣∣∣∏Yj

(ω
2
t
)
− I
∣∣∣ < cε

σ/4
1 ,

and this gives the first part of the theorem 3.4.4(ii). We now go to the second part.
Let t be such that

1

|〈kjk〉|
≤ t <

1

|〈kjk+1
〉
, k ≥ 2.

Then, by (3.60) and (3.63) we have the following possibilities

∣∣∣Yj+1

(ω
2
t
)
− I
∣∣∣ < c


ε

1/2
j j 6= jl
N2τ
jl−1

εσjl−1
j = jl, l ≥ k + 2

(1 + |Aj||〈kj〉|−1) j = jl, l ≤ k
(1 + |tAj|) j = jk+1,

Therefore, ∣∣∣∣∣
k+1∏

2

Yjl+1

(ω
2
t
)∣∣∣∣∣ ≤ ck

k∏
2

(∣∣∣∣ 〈kjl〉〈kjl−1
〉

∣∣∣∣+

∣∣∣∣ Ajl
〈kjl−1

〉

∣∣∣∣) ∣∣∣∣ 〈kjl〉〈kjk〉

∣∣∣∣ (1 + |tAjk+1
|), (3.64)

and since ∣∣∣∣ 〈kjl〉〈kjl−1
〉

∣∣∣∣ ≤ 2εσjl + 2|Ajl|
|〈kjl−1

〉|
≤ 70N2τ

jl−1
εσjl−1

by (3.62), the above expression converges to 0 as k →∞. This together with the bound 2|〈kj1〉||t|
for the last term of (3.64) proves the desired limit

lim
t→∞

|X(t)−X(0)|
t

= 0.

�
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3.4.3 Some more results and applications

Eliasson’s paper [29] contains many other interesting results. The first one that we state is an
immediate corollary of theorem 3.4.4

Corollary 3.4.10 For almost every λ ∈ σ(H) ∩ (λ0,+∞), the following inequality holds

2ρ(λ)ρ′(λ) ≥ 1.

In particular, the set of all λ > λ0 for which ρ(λ) is neither Diophantine nor rational is of measure
0.

The reason for this is the following. It is shown in [20] that 2ρ(λ)ρ′(λ) ≥ 1 for almost all λ
belonging to the set

{λ ∈ σ(H); β(λ) = 0} ,

where β(λ) is the upper Lyapunov exponent of (3.1). If now ρ(λ) is Diophantine, then β(λ) = 0
by the first item of theorem 3.4.4 and if ρ(λ) is neither Diophantine nor rational, then by the
second item of the same theorem we also conclude that β(λ) = 0. Hence β(λ) = 0 for almost all
λ in the spectrum and in the domain of application of the theorem (that is, either in the upper
part of the spectrum or close to constant coefficients).

The following theorem relies on the techniques of 3.4.4 but requires additional work. It deals
with the description of the endpoints (both collapsed and not) of spectral gaps and the existence
of non-reducible situations in the domain λ > λ0(|Q|r).

Theorem 3.4.11 ([29]) For λ > λ0(|Q|r) the following holds:

(i) The matrix A = A(λ) = 0 if {λ} is a collapsed gap and it is nilpotent different from zero if
{λ} is the endpoint of a non-collapsed gap.

(ii) For a generic set of Q′s in the | · |r-topology, there exist values of λ > λ0(|Q|r) for which the
fundamental matrix is unbounded and ρ(λ) is neither Diophantine nor rational.

We will come back on the second item in section 3.5, because it is a result on non-reducibility.
Finally, in [29], the following result on the nature of the spectrum of Schrödinger equation

with quasi-periodic forcing is also shown

Theorem 3.4.12 ([29]) For λ > λ0(|Q|r) the following holds

(i) For a generic potential Q in the | · |r-topology, σ(H) ∩ (λ0(|Q|r),+∞) is a Cantor set.

(ii) σ(H) ∩ (λ0(|Q|r),+∞) is purely absolutely continuous. In particular, there are no point
eigenvalues in (λ0(|Q|r),+∞).

The first item follows from theorem 3.4.4. From this theorem it also follows that if λ > λ0(|Q|r) no
point spectrum can occur (see also [84] for a direct proof of this fact in an example). The second
item requires some effort, because of the possible existence of some singular continuous spectrum
in σ(H) ∩ (λ0(|Q|r),+∞). To rule this out it is shown that all spectral measures are absolutely
continuous with respect to the Lebesgue measure on the set (λ0(|Q|r),+∞).
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3.5 Some remarks on non-reducibility in Schrödinger e-

quation with quasi-periodic potential

Up to now we have discussed the reducibility of Schrödinger equation with quasi-periodic potential,
and the results, in the case of analytic potential and Diophantine frequencies are quite definitive
either close to constant coefficients or with high energies (they can both be written as perturbations
of systems with constant coefficients). It is therefore natural to look for converse results. This
means looking for conditions under which there is no reducibility, and to try to understand the
transition between reducibility and non-reducibility. The results in this direction are not yet
complete, especially when trying to understand the transition from reducibility to non-reducibility.
Therefore, and as a thorough discussion of these results would take us too far, we will give only
some results, together with some speculation.

We begin this section with an example of a non-reducible Schrödinger equation.

An example with point eigenvalues

In this subsection we will give an example due to R. Johnson and J. Moser ([47]) exhibiting point
eigenvalues. Recall that a point λ in the spectrum σ(H) of a Schrödinger equation is said to be
a point eigenvalue if for this value of λ there is a solution belonging to L2(−∞,+∞). It is clear
that point eigenvalues imply non-reducibility, because solutions of a reducible system cannot tend
to zero backward and forward in time.

Examples of quasi-periodic Schrödinger equations exhibiting this behaviour were given by
Gordon ([36]), but there the frequency vector was not Diophantine. The next example will be less
exceptional.

The construction of this example depends on finding an odd quasi-periodic function

f(t) = F (ω1t, ω2t)

with

F (θ1, θ2) =
∞∑
n=1

an sin(jnθ1 − knθ2) (3.65)

for which

g(t) =

∫ t

0

f(s)ds ≥ c|t|1−δ for |t| ≥ 1, c > 0 (3.66)

holds for some constant δ ∈ (0, 1). Then the function

φ(t) = e−g(t)

belongs to L2(−∞,∞) and is a solution of φ′′ − qφ = 0 with

q = f ′ + f 2.

Hence φ is an eigenfunction for this q with eigenvalue λ = 0. To construct such a function (3.66)
we set

ω1 =
1

e
=

∞∑
m=0

(−1)m

m!
, ω2 = 1,
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and one checks that e−1 satisfies the following Diophantine condition

|〈k, ω〉| ≥ c

|k|σ
(3.67)

for any σ > 2 and a suitable c. We set

jn = (n− 1)!, kn = (n− 1)!
n−1∑
m=0

(−1)m

m!

εn = |jnω1 − knω2| = (n− 1)!

∣∣∣∣∣
n−1∑
m=0

(−1)m

m!

∣∣∣∣∣
and with δ ∈ (0, 1),

an = (jnω1 − knω2)εδn.

We can easily estimate εn by
1

n+ 1
< εn <

1

n
.

Therefore εn is a monotone decreasing sequence and

|an| = ε1+δ
n <

1

n1+δ
.

Thus the sum in (3.66) is absolutely convergent and f is defined. We can say even more. It is a
real analytic function of t since for complex t the sum

∞∑
n=1

|an| sinh(εn|Im t|) <∞

is convergent. Therefore q is also real analytic and it only remains to prove the estimate (3.66).
This comes from noting that

1− cos εnt ≥ 1 for
π

2εn
≤ t ≤ π

εn
.

It should be pointed out that the function F on the torus is only continuous and not smooth,
even though f is real analytic. Hence also the extension Q of q is not smooth.

Some speculation

The previous example illustrates a common mechanism for the loss of reducibility: there are
solutions of Schrödinger equation, with fixed energy and potential, which belong to L2(R). There is
a stronger situation which is Anderson localization. To state this properly, consider the Schrödinger
equation for a wave function ψ(t, x):

−i∂ψ
∂t

+Hφψ = 0, ψ(0, x) = ψ0(x). (3.68)

We can relate some properties of the Spectrum of H to the spread of the wave function. To
measure the latter we introduce, for instance, the quantity

r(t) =

∫
R

|xψ(t, x)|2dx.
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We shall say that there is Anderson localization whenever

r2(t) ≤ constant;

it follows from the RAGE theorem (see [14] and references therein) that in this case the operator
Hφ has pure-point spectrum. Pure-point spectrum for almost every φ ∈ Td implies that the
dynamical behaviour of the solutions of the lifted system

z′ =

(
0 1

−λ+Q(θ) 0

)
z, θ′ = ω

is non-uniformly hyperbolic in R2 × Td: the system has non-zero Lyapunov exponents but no
(continuous) hyperbolic structure. This is a famous result of Kotani (see [53] and also the references
in [14]). For more general potentials, such as random potentials, Anderson localization seems to
be the dominant situation.

There are many results on non-uniformly hyperbolic behaviour of the solutions of Schrödinger
equation, both for the continuous case (ours) and the discrete case. This latter case comes when
we approximate the continuous operator H by its finite-difference approximation

(Hdψ)(n) = − (ψ(n+ 1) + ψ(n− 1)) +Q(φ+ nω)ψ(n),

and the Hilbert space is now l2(Z). An analogous theory holds (see [14] or [70] and references
therein). For instance, for the Almost Mathieu equation,

− (ψ(n+ 1) + ψ(n− 1)) + b cos(φ+ nω)ψ(n) = λψ(n), (3.69)

where now d = 1 so φ ∈ T, Herman ([39]) proved using an elegant argument based on the
subharmonicity of the Lyapunov exponent that if b > 2, then the Lyapunov exponent is positive
and, therefore, the behaviour of the solutions at the spectrum is non-uniformly hyperbolic. For
b < 2 the spectrum is absolutely continuous and no localization occurs (conjectured in [3], and
proved in [60] and [21]). For λ = 2, it is showed in [37] that, if ω is Diophantine, then the spectrum
is singular continuous and of measure zero. Note that having absolutely continuous spectrum does
not imply reducibility everywhere at the spectrum. In fact for Liouville-type rotation numbers,
there is generically no reducibility under the hypothesis of theorem 3.4.11 for continuous operators.
Again in the Almost Mathieu equation for b > 2 the distinction between singular continuous and
localized eigenstates, depends on the arithmetic properties of both ω (the frequency) and the initial
phase φ ∈ T. See [41] for the proofs and references of the above description of the behaviour of
the Almost Mathieu equation. To end the description of this model, we remark that the measure
of the spectrum of the Almost Mathieu equation, |σ(ω, b)| has been shown to be

|4− 2|b||

for a subset of frequencies ω which has full Lebesgue measure, but excludes noble numbers such
as the golden mean (see [61]).

The results on the Almost Mathieu equation are quite definitive. One may think that the
situation for more general analytic (or Gevrey) finite difference Schrödinger operators is similar.
There is a remarkable feature of the Almost Mathieu equation which makes the discussion much
more difficult in the general case, which is the high symmetry of the spectrum. The spectrum
is, indeed, pure point, pure singular continuous or pure absolutely continuous (depending on
whether b > 2, b = 2 or b < 2). In more general situations, the line between localization and
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Figure 3.2: The first eleven resonance tongues for the Almost Mathieu Equation
(3.69). Parameter b is in the vertical direction and λ is in the horizontal one. Only
positive values of λ are plotted because the system is symmetric with respect to
λ = 0.

absolutely continuous spectrum does not correspond to a fixed value of b, but it is a line in
the (λ, b)-parameter plane (see [30] for an example of this in the continuous setting, where the
adiabatic case is considered, or ). This makes it necessary to study Schrödinger equation with
two parameters, namely Hill’s equation with quasi-periodic forcing ([13], [12]). Moreover, the
possible appearance of collapsed gaps ([12]) makes it more difficult to obtain results for general
Schrödinger equations. We now state a result on localization.

Assume that Q : Td → R is C∞ and satisfies the Gevrey-type estimates

|Q|Cr ≤ C(r!)2Kr, for all r ≥ 0, (3.70)

and that the following transversality conditions hold:

max
0≤r≤s

|∂rθ (Q(θ + φ)−Q(φ)) | ≥ ξ > 0 (3.71)

and

max
0≤r≤s

|∂rθ (Q(θ + φ)−Q(φ)) | ≥ ξ inf
k∈Z
|φ− 2πk| (3.72)

for all (φ, θ) ∈ T and some s. Then the following theorem holds

Theorem 3.5.1 ([25]) Assume that ω satisfies a Diophantine condition DC(κ, τ), and that the
conditions (3.70), (3.71) and (3.72) hold. Then there exists a constant ε0 = ε0(C,K, ξ, s, κ, τ)
such that, if 0 < |ε| < ε0, then the operator

Hd
φ = − (ψ(n+ 1) + ψ(n− 1)) +

1

ε
Q(φ+ nω)ψ(n)

has a pure point spectrum for almost every φ ∈ Td. Moreover the Lebesgue measure of the resolvent
set in the interval [

inf
θ∈T

Q(θ)

ε
, sup
θ∈T

Q(θ)

ε

]
is o(ε)/ε2 as ε→ 0.
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Remark 3.5.2 Note that the transversality conditions (3.71) and (3.72) are fulfilled, with suitable
values of ξ and s, whenever Q is an analytic function defined on T with no shorter period than
2π.

The proof proceeds by representing the operator as an infinite, tridiagonal matrix and itera-
tively constructing a sequence of conjugating matrices which converge to an orthogonal matrix,
made up of a complete set of orthogonal eigenvectors, that conjugates the tridiagonal to a diag-
onal matrix. The conditions on Q control the order of almost multiplicities of eigenvalues (for a
discussion of this kind of control of the multiplicites see next chapter), which allows the method
(of KAM-type) to succeed. Results of this kind, but with more restrictive hypothesis where first
obtained in [83], [16] and [32] (where the continuous case of Mathieu’s equation with quasi-periodic
forcing is treated).

Finally note that, due to Eliasson’s result 3.4.11, in the KAM zone there is generically a dense
set of non-reducible systems (from those with rotation number neither Diophantine nor rational).
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Chapter 4

Reducibility in higher dimensions

In this chapter we discuss several results concerning the reducibility of linear equations with
quasi-periodic coefficients in dimension greater than two.

First of all we present some reducibility theorems that hold in arbitrary groups and which
are proved by means of KAM techniques, together with their connection with previous theory,
especially the reducibility theorem under the full spectrum assumption that we saw in the second
chapter. We present several significant improvements of these results.

In the second part of the chapter we study the problem of reducibility in the context of compact
groups (eg. SO(3) or SU(2)). For this case many of the techniques of the previous section and the
previous chapter are used. It is also necessary to consider some geometrical definitions in order to
be able to properly formulate the results for compact groups. We will consider with more detail
the case of SO(3,R), for which the main steps of the proof will be outlined, but without getting
into any details. Finally some converse results for the compact case are presented.

4.1 Reducibility for general linear differential equations

with quasi-periodic coefficients

Consider a linear system of differential equations with quasi-periodic coefficients:

x′(t) = A(t)x(t) (4.1)

where x ∈ Rn and t 7→ A ∈ g ⊂ gl(n,R) (or in gl(n,C)) is quasi-periodic with frequency ω ∈ Rd
and g is a Lie sub-algebra of gl(n,R). Therefore, and as customary, we can lift the above system
to a system in Rn × Td (resp. Cn × Td) as follows

x′ = Ã(θ)x, θ′ = ω, (4.2)

where θ ∈ Td are the angular variables. If we want the group structure given by matrices A to
become clearer, we can also consider the corresponding matrix equation

X ′ = Ã(θ)X, θ′ = ω, (4.3)

where X ∈ G, the group generated by the infinitesimal algebra g. This defines a linear skew-
product flow on G× Td (for the definition see the second chapter).

We have already met with some conditions under which a general equation such as (4.1) is
reducible to constants coefficients by means of a quasi-periodic transformation with frequency
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ω/2. Essentially, these conditions were the full spectrum (see chapter 2), which amounts to the
normal hyperbolicity of the trivial invariant torus given by the zero section {0} × Td. Moreover
the corresponding invariant manifolds need to be one-dimensional and the external frequencies
need to satisfy Diophantine conditions in order to guarantee that the system can be reduced to
constant coefficients. If the latter conditions are not satisfied, then we can split the system into
two boxes which correspond to the stable and the unstable projections.

Historically, the first results on reducibility are covered by the above theory, and they deal with
perturbations of hyperbolic systems. Bibliography for these results can be found in the monograph
by Bogoljubov, Mitropoliskii and Samolienko ([7]) and the references therein (mainly from Soviet
literature). The following theorem, for instance, can be readily interpreted in terms of Sacker-Sell
spectral theory and the corresponding reducibility theorems.

Theorem 4.1.1 ([7]) Consider the linear quasi-periodic equation

x′ = (A+ εQ(θ))x, θ′ = ω, (4.4)

satisfying the following conditions

(i) The matrix function Q : Td → gl(n,R) is analytic in the complex domain |Im θ| < ρ, with
ρ > 0.

(ii) The frequency vector ω satisfies that there exist constants K, σ > 0 such that for every
k ∈ Zd,

|〈k, ω〉| ≥ K

|k|σ
, for k 6= 0.

(iii) The eigenvalues of the unperturbed matrix A have distinct real parts.

Then, there exists an ε0 > 0 such that for |ε| < ε0 the above system reduces to the form

y′ = A0y, θ′ = ω,

with A0 a constant matrix, by means of the non-singular change of variable

x = P (θ)y

with P : Td → GL(n,R) real analytic and analytically invertible in the domain |Im θ| ≤ ρ/2.

Note that this theorem is almost identical to (2.5.1) from chapter 2 if we take into account
that the full spectrum is persistent under small perturbations of the system. As already said all
these results heavily rely on the uniform hyperbolicity to guarantee reducibility in open domains
of the space of matrices.

In practice it turns out that in many cases, and certainly in Hamiltonian systems, we have to
decide on the reducibility character of perturbations of elliptic matrices. Here is when the KAM
machinery enters with all its power. One possible way to overcome the small divisor problems
coming from both the external frequencies ω and, more especially, the internal frequencies which
we do not know fore-hand (there is no independent characterization of the imaginary parts of the
eigenvalues, although a rotation number can be defined for Hamiltonian linear equations which
still keeps some properties, see [48] and [67]), is to assume that we have enough parameters to
control these problems. This is a classical idea (see, for instance [62]) and the idea is the following.
Assume that we split the perturbed system (4.4) in the following way

x′ = A0x+ (εQ(θ, ξ) + ξ))x, θ′ = ω. (4.5)
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Then may try to find those ξ close to zero for which there is reducibility with reduced matrix A0.
In this case we can enlarge the class of unperturbed matrices by imposing a Diophantine condition
on the imaginary parts of its eigenvalues. This condition is the following. Let λ = (λ1, . . . , λn) be
the eigenvalues of the unperturbed matrix A0. Then we will require that the new frequency vector
(λ, iω) satisfies a strong non-resonance condition. More precisely, we will assume the existence of
positive constants κ, τ > 0 such that, for all k ∈ Zd and 1 ≤ j, l ≤ n the following is true

|λj − λl + i〈k, ω〉| ≥ κ

|k|τ
, (4.6)

if k 6= 0. Now we can state a reducibility theorem which guarantees the existence of the desired ξ:

Theorem 4.1.2 ([7]) For the system of equations (4.5) with the Diophantine conditions (4.6)
on both the eigenvalues of the unperturbed matrix and the external frequencies, assume that Q is
analytic in θ and ξ on the domain |Im θ| < ρ, |ξ| < σ. Then, it is possible to find a small ε0 and
a real constant matrix ξ0, with |ξ0| ≤ 2ε0, such that there exists a change of variable

x = P0(θ)y

with P0 : Td → GL(n,R) real analytic on the domain |Im θ| ≤ ρ/2 which reduces the system (4.5)
to the constant coefficient system

y′ = A0y, θ′ = ω.

The result is achieved by a combination of KAM’s quadratic method with perturbation tech-
niques which use the many parameters of the perturbed system (4.5) to control the eigenvalues of
the matrices that appear in the iterative process.

In the above result it is imposed that the reduced matrix is exactly A0. This is a strong
condition, because it is natural that, even if the perturbed system is reducible, the reduced matrix
is not exactly A0. Then, it is interesting to know how many systems around the unperturbed one
are reducible. An application of the above proposition together with some measure results leads
to the following theorem,

Theorem 4.1.3 ([7]) Consider the system

x′ = (A+ εQ(θ, ε))x, θ′ = ω, (4.7)

where

(i) Q is real analytic in (θ, ε) in a complex neighborhood of Td × {0}.

(ii) The frequency vector ω is Diophantine.

Define now as R(ε;Q) the set of matrices A with |A| ≤ 1 for which the above system is reducible,
and on this set take the normalized Lebesgue measure. Then, if ε is small enough, the following
bound holds

meas (R(ε,Q)) ≥ 1

1 + εα
,

for a suitable constant α depending on Q and the Diophantine condition on the frequency vector
ω.

99



Figure 4.1: Example of a generic path in Hill’s equation with quasi-periodic
forcing. Parameter b is in the vertical direction whereas a is in the horizontal.
Marked points are in the spectrum.

In practical problems, both the matrix A and the perturbing matrix Q, depending on one
parameter, say ε, are fixed, and one is interested in the set of ε for which the system is reducible.
Here we meet with the problem of the lack of parameters in KAM theory. Indeed, note that the
previous theorem requires to change the unperturbed part of the system, which is something that
we cannot do for applications. That the control of the resonances and small divisors could be
performed by making use of only one parameter (under suitable hypothesis) was made evident in
[23] (see also [80] and the references therein) and reducibility results using only one parameter
were developed in [51], [52], [29] (see also references therein).

Moreover, it turns out that the bounds for the measure of reducible systems close to constant
coefficients given by theorem (4.1.3) are not as good as one could expect. As an example think of
Hill’s equation with quasi-periodic forcing, which we discussed in the previous chapter, depending
on a parameter ε. Fix a value of the energy λ such that

√
λ is Diophantine with respect to the

external frequency vector ω. Then we ask for the set of ε’s (restricted to some neighbourhood of
the origin) for which the system

x′′ + (λ+ a(ε) + b(ε)Q(θ))x = 0, θ′ = ω,

being a(ε) and b(ε) analytic functions of ε, is reducible.
In a classical KAM setup (i.e. looking for reducing transformations which are close to the

identity), we do not expect to remove all resonances, but to simply skip them. Therefore, a
method of this kind will prove reducibility (assuming that the kind of perturbation is generical
in a sense to be discussed below) in a subset of those values of ε for which (a(ε), b(ε)) is not in a
resonance tongue in the (a, b)-parameter plane corresponding Hill’s equation (see figure 4.1).

The structure of these tongues is in principle unknown, but there are methods to control the
measure of their intersections with paths as long as we have some knowledge of the derivative
of the path (a(ε), b(ε)) for ε = 0 (which in general system amounts to control the instantaneous
velocity of the eigenvalues of the perturbed matrix for ε = 0) and the asymptotics of the nearby
resonance tongues at b = 0 (which in general system can be achieved by the smoothness of the
potential). In this context and for generic paths, the measure of the forbidden zones in the ε
variable is exponentially small.
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The following theorem, due to Jorba and Simó, and found in [52] (see also [51] and [68]),
provides these kind of estimates and it can be applied in practical situations

Theorem 4.1.4 ([52]) Consider the system

x′ = (A+ εQ(θ, ε))x, θ′ = ω, (4.8)

where Q : Td × (−ε0, ε0) → GL(n,R) and A is a non-singular constant matrix of dimension n
with n different eigenvalues λi. Moreover, assume the following:

(i) Q is analytic with respect to θ in the complex strip |Im θ| < ρ (with ρ > 0) and depends on
ε in a Lipschitz way.

(ii) The vector (λ1, . . . , λn, iω1, . . . , iωd) satisfies the strong non-resonance condition

|λj − λl − i〈k, ω〉| >
2c

|k|γ0

for all 1 ≤ j, l ≤ n and k ∈ Zd − {0}, being c ≥ 0 and γ0 ≥ d− 1 fixed fore-hand.

(iii) Let us define
A(ε) = A+ ε [Q(·, ε)] ,

where square brackets denote the average on the torus. Let λ0
j(ε), for j = 1, . . . , n be the

eigenvalues of A(ε). We require that there exist constants δ1, δ2 > 0 such that

δ1

2
|ε1 − ε2| >

∣∣(λ0
j(ε1)− λ0

l (ε1)
)
−
(
λ0
j(ε2)− λ0

l (ε2)
)∣∣ > 2δ2|ε1 − ε2| > 0,

for all 1 ≤ j, l,≤ n and provided that |ε1| and |ε2| (with ε1 6= ε2) are less than some positive
value ε0.

Then, there exists a Cantorian set E ⊂ (−ε0, ε0) with positive Lebesgue measure for which system
(4.8) can be reduced to a system with constant coefficients

y′ = B(ε)y

by means of a change of variables ε-close to the identity

x = (I + εP (θ, ε))y,

where P is analytic in θ.
If ε0 is small enough, then

meas ((−ε0, ε0)− E) ≤ exp
−c1

εc20

,

for c1, c2 > 0 (independent of ε0) and c2 is any number such that c2 < 1/γ0.

Remark 4.1.5 This result can be generalized to quasi-periodic perturbations of elliptic equilibrium
points, as it is done in [52].

Remark 4.1.6 Theorem 4.1.4 is nearly optimal in the sense that, restricting to transformations
of the form I + εP (θ, ε), we cannot handle resonant eigenvalues. Again in the example of Hill’s
equation with quasi-periodic forcing, asking for transformations close to the identity implies re-
stricting ourselves to the exterior of the tongues. To overcome this problem (see also the discussion
preceding to theorem 3.4.4), the set of allowed transformed can be enlarged. This technique has
been successfully applied to Schrödinger equation with quasi-periodic potential and skew-product
flows in compact groups, as we shall see in section 4.2.
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4.1.1 Idea of proof

In this subsection we will follow, again, [52], together with [51]. The idea of the proof is similar to
that of KAM theorem (see [1]) and it consists in the successive application of a quadratic method
to overcome the small divisors problems that arise in trying to prove the convergence of the formal
series that solve the conjugating equation. At each step of the method we must solve a certain
linear homological equation.

For a function F : Td → R, Fk shall denote its Fourier coefficients, that is

Fk =
1

(2π)d

∫
Td

F (θ)e−i〈k,θ〉dθ,

for all k ∈ Zd. These, assuming that the function F is analytic in the complex strip |Im θ| < ρ of
the d-dimensional torus, satisfy the following estimate:

|Fk| ≤ ‖F‖ρ e−ρ|k|,

where ‖ · ‖ρ is the supremum norm in the space of real analytic functions defined in a complex
strip of width ρ of the torus Td.

The inductive scheme

Let’s recall the system which we want to render to constant coefficients

x′ = (A+ εQ1(θ, ε))x, θ′ = ω. (4.9)

Here we have written the subscript 1 to stress that this will be the initial equation of an inductive
process. We now want to perform a change of variables close to the identity in order to put the
ε-dependence in the above expression to ε2. This is achieved by means of an averaging method.
Let

Q̄1(ε) = [Q1(·, ε)]
Td

denote the average on the torus. If we split equation (4.9) in its zero and non-zero average parts,
then it becomes

x′ =
(
Ā(ε) + εQ̃1(θ, ε)

)
x, θ′ = ω,

where Q̃1(θ, ε) = Q1(θ, ε) − Q̄1(ε) has average zero and Ā(ε) = A + εQ̄1(ε) is the new time-free
part. As we discussed before theorem 3.4.4, the homological equation for the perturbation P of
the identity giving rise to the first transformation in the inductive process can be linearized, so
that it becomes

∂ωP = ĀP − PĀ+ Q̃1, θ′ = ω, (4.10)

assuming that we want the transformation to have the frequency vector ω and letting ∂ω = 〈∇θ, ·〉
as usual. In order to be able to obtain a quasi-periodic P from the above expression we must
impose a Diophantine condition:

|λ̄j − λ̄l − i〈k, ω〉| >
c

|k|γ0
, (4.11)

being λ̄ the eigenvalues of the matrix Ā. Then, making the change of variables

x = (I + εP (θ, ε))x1,
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the new system becomes

x1
′ =
(
Ā(ε) + ε2Q2(θ, ε)

)
x1, θ′ = ω, (4.12)

where the new perturbation is Q2 = (I + εP )−1Q̃1P .
If we apply this procedure r times (postponing the discussion of the resonance condition (4.11)

and its control) we get an equation which looks like the following

xr
′ =
(
Ar(ε) + ε2rQr(θ, ε)

)
xr, θ′ = ω. (4.13)

If the norms of An and Qn do not grow too fast, the scheme will be convergent to an equation like

y′ = B(ε)y

which is already in Floquet form. Therefore, the core of the proof is the convergence of the above
scheme.

The resonances

Recall that at each step of the iterative process, we need a Diophantine condition like

|λ̄j − λ̄l − i〈k, ω〉| >
c

|k|γ0

in order to be able to solve the linear homological equation (4.10). Note that the eigenvalues λ are
changed at each step of the process (because its matrix is changed). Therefore we do not know in
advance whether this condition will be fulfilled or not.

To deal with this problem a control for the variation of the eigenvalues at each step is needed,
and this control is achieved by the third condition in theorem 4.1.4. Indeed, assume that condition
(4.11) is verified at the first step. Then we can solve the linearized homological equation (4.10)
and apply the transformation that it defines as an ε-perturbation of the identity. The new time-
free matrix, as already stated, is Ā(ε) = A + εQ̄1(ε), and of its eigenvalues we only know that
the condition (4.10) is satisfied for ε = 0 (when the eigenvalues are precisely those of A). To
see how to control the fulfillment of this condition for ε > 0, let λ̄j(ε) be the eigenvalues of Ā(ε)
for i = 1, . . . , n. As we are assuming the eigenvalues to be different, we can write their Taylor
expansion around ε = 0

λ̄j(ε) = λj + λ
(1)
j ε+ λ

(2)
j ε2 + . . . . (4.14)

Looking at λ̄j(ε) as a function of ε, we can avoid the resonant values of λj(ε) by avoiding the
corresponding values of ε. This implies taking out a (Cantor-like) set of resonant values of λ̄j(ε)
at each step. The key question is whether this can be done without excluding too many ε’s or not.
To bound the measure of the resonant values of ε, we will require relation (4.14) to be Lipschitz
from below with respect to ε (although some Hölder condition would also work). Obviously, we
need to take out values of ε at each step of the process. It would seem sensible that the condition
on the eigenvalues (the third item in the theorem) is defined in terms of the derivatives of the

eigenvalues λ
(1)
i , but as at each step we take out a Cantor-like set the dependence on ε cannot be

made differentiable. This is why the Lipschitz condition replaces the condition on the derivatives
of the eigenvalues. Moreover, as it will the show in a moment, this assumption allows us to control
the size (in measure) of the set of ε’s that we take out.
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The measure of the resonant set

Assuming that ε belongs to an interval [0, ε0], with ε0 small enough, we want to bound the measure
of the set of values of ε too close to a resonance. It will be shown that the exponentially small
bounds on the measure of this set which appear in the theorem can be achieved from a careful
analysis of the Diophantine condition (4.11).

On one hand, we can use the Diophantine condition (4.11) to describe the set of resonant
eigenvalues λ̄. Indeed, the set of resonant λ = (λ1, . . . , λn) is given by the union⋃

|k|6=0

{
λ ∈ Cn; |λj − λl − i〈k, ω〉| <

c

|k|γ0

}
,

and we want the measure of this set to be as small as possible. This can be done relaxing the
exponents of the Diophantine condition. However, doing so causes the convergence of the Fourier
series involved in the proof uncertain. Therefore there must be some balance in the choice of
the constants of the Diophantine condition at each step. The way used in [52] to overcome this
problem is to use, at the r-th step, the Diophantine condition

|λj − λl − i〈k, ω〉| >
c

|k|γr
e−νr|k| = R(k, r)

where (γr)r is a geometrically increasing sequence (taken γr = γ0z
r, with 1 < z < 2) and νr is

precisely

νr =
ν0

(r + 1)2
, ν0 = c.

At each step of the inductive process the measure of the resonant set for the eigenvalues λ is given
by the sum ∑

k∈Zd
k6=0

2R(k, r),

and the total measure is ∑
r≥0

∑
k∈Zd
k6=0

2
c

|k|γr
e−νr|k| (4.15)

which implies that the convergence of the above series must be examined.
Let us now explain where the exponentially small character of set of resonant values of ε comes

from. As already stated, the eigenvalues (and hence its differences) of the matrix A move at each
step of the inductive process by an amount of order ε (this comes from the fact that the averaging
procedure does not change previously computed terms, but only modifies those of order greater
than the step). Let us call Ijl(ε) the interval (with diameter O(ε)) where the difference between
the eigenvalues λj and λl moves. This implies that if the difference satisfies a condition like (4.11)
then the values 〈k, ω〉 are outside Ijl(ε) if |k| < N(ε), for a suitable value N(ε). Therefore, in the
sum (4.15) it is enough to start with |k| ≥ N(ε). This in turn implies that if we are able to prove
the exponential decay of R(k, r) with k, then we will obtain something which is exponentially
small with ε0.

To be able to prove the latter, it is necessary to resort to varying ν and γ at each step in the
constants of the Diophantine condition (4.11). Indeed, since the value exp(−ν|k|) will appear in
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the denominators of the Fourier expansions for solving the homological equation (4.10), the value
exp(ν|k|) will be multiplying the coefficients of these series, therefore reducing the width of the
analyticity strip. If the value of ν was kept fixed, the functions would be no longer analytic after
some steps and the process would have to be stopped. As it is classical in KAM setup, a varying νr
at each step is chosen, in such a way that the reduction on the analyticity strip becomes bounded.

Which is the reason for changing also at each step the exponent γ in condition (4.11) ? Note
that with the choice of νr, the exponential exp(−νr|k|) goes to one as r →∞. Thus the addition
of some factor in front of the exponential is needed to ensure that the sum with respect to r is
still exponentially small. In [52] the value γr = γ0z

r is used (although it is not necessary to take
precisely this sequence). The value of z must be taken between 1 and 2 to ensure convergence.

The proof of theorem 4.1.4 that we have just sketched is found in the paper [52].

Remark 4.1.7 In this section we have always assumed that the dependence on the angles θ was
analytic in a complex strip. There are, however, some results assuming only some degree of
smoothness. This kind of results are usual in KAM theory, see for instance [10]. For finitely
differentiable results on reducibility see [8] and references therein.

Remark 4.1.8 In some cases one does not want to reduce completely a linear quasi-periodic
system, but only up to a small remainder. Then we can speak of effective reducibility or almost
reducibility (see [50] and [28]).

4.1.2 Some results on non-reducibility. Non-uniform hyperbolicity
and ergodicity

In this subsection, we shall review some results on non-reducibility which apply to non-compact
groups, mainly SL(n,R), the subgroup of GL(n,R) whose elements have determinant one. Note
that, if n = 2, then we are, after a change of variables, in the situation of chapter 3. Despite this
fact we shall consider these results here, because the mechanisms for the loss of reducibility are
not exclusive of the Schrödinger equation. These mechanisms are non-uniform hyperbolicity and
ergodicity of the flows on the lift.

We saw in the second chapter that, whenever a certain linear skew-product flow admits an
exponential dichotomy (we shall also say that the system is uniformly hyperbolic), the Lyapunov
exponents are positive and there exist the stable and unstable bundles, which are continuous.
It turns out, however, that positive Lyapunov exponents are not enough to guarantee uniform
hyperbolicity but only that the stable and unstable bundles are measurable (see [44] for the case
of Schrödinger equation), since they may fail to be continuous. This situation is referred as non-
uniform hyperbolicity and implies that the system is non-reducible (provided that the system is
smooth, otherwise see the example in [11]). Note, first, that this property does not occur in non-
compact groups, since positive Lyapunov exponents imply that there exist unbounded orbits in
this group, which is clearly incompatible with the compactness of the group.

Most of the results that we shall review refer to discrete linear skew-product flows, while along
this survey we have been dealing mainly with linear skew-product flows with continuous time
arising from linear differential equations with quasi-periodic coefficients. The results for discrete
linear skew-products can be applied to linear equations with quasi-periodic coefficients, but some
remarks must be done. Indeed, consider a linear equation with quasi-periodic coefficients in some
group G ⊂ GL(n,R),

X ′ = A(θ)X, θ′ = ω,
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where (X, θ) ∈ G×Td. Let Xr(θ2, . . . , θd) be the fundamental matrix for this system evaluated at
time 2πr/ω1 and with initial phase for the angle θ being (0, θ2, . . . , θd). Let φ = (θ2, . . . , θd) ∈ Td−1

and ν = 2π(ω2, . . . , ωd). Then the sequence (Xr, φr) is given by the iteration in G× Td−1.

(Xr+1, φr+1) = (M(φr)Xr, φr + ν),

where M : Td−1 → G is as smooth as A. Since many results in the discrete case apply only
when the matrix function M is a trigonometric polynomial, it is important to note that if A
is a trigonometric polynomial, then M will not be, in general, a trigonometric polynomial and
vice-versa.

In this context, the following notions (which should be compared to those developed in chapter
two) are useful. For a connected Lie group G, and a linear irrational flow defined by ω ∈ Rd on
T
d (either for discrete time T = Z or continuous time T = R) we define the set of Cr cocycles,

Zr
T (Td, ν, G) as the set of maps φ : Td × T → G which satisfy that

φ(t1 + t2; θ) = φ(t2; θ + ωt1)φ(t1; θ), t1, t2 ∈ T, θ ∈ Td

and, for each t ∈ T , φ(t; ·) : Td → G is a Cr map (compare with the definition of linear skew-
product flows on chapter two). On this set we define a metric

D(φ1, φ2) = sup
0≤t≤1

‖φ1(t; ·)− φ2(t; ·)‖Cr(Td,G)

when T = R and
D(φ1, φ2) = ‖φ1(0; ·)− φ2(0; ·)‖Cr(Td,G)

if T = Z. Among cocycles we can consider Br
T (Td, ν, G) ⊂ Zr

T (Td, ν, G), the set of coboundaries,
which are those cocycles of the form

φ(t; θ) = ϕ(ωt+ θ)ϕ(θ)−1

for a given function ϕ : Td → G. It is clear that the fundamental matrix of a linear differential
system (X ′A, θ

′) = (A(θ)XA, ω) gives rise to a (continuous) coboundary.
At the end of chapter three we applied Herman’s sub-harmonic argument to the Almost Ma-

thieu equation. Now we are going to give this argument in more detail and to show how it can be
applied in other situations to show the positiveness of Lyapunov exponents.

Consider a discrete time linear skew-product flow,

(Xr+1, φr+1) = (M(φr)Xr, φr + ν), r ∈ Z, (4.16)

where (X,φ) ∈ G× Td and the frequency ν is assumed to be rationally independent. At the r-th
step, the value of Xr depends on the initial condition φ0, so we will write Xr = Xr(φ0) (where we
can impose X0(φ) = Id for all φ ∈ Td). Keeping this in mind, one can consider the averages

ar =

∫
Td

log ‖Xr(φ)‖ dφ =

∫
Td

log ‖M (φ+ (r − 1)ν) · . . . ·M(φ+ ν) ·M(φ)‖ dφ

and the upper Lyapunov exponent (see also section 3.3.4) as

β+(M, ν) = lim inf
r→+∞

ar
r
.

With these preliminaries Herman’s theorem reads in our context as
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Theorem 4.1.9 ([39]) Assume that M : Td → G ⊂ GL(n,C) is a trigonometric polynomial,
being

M(θ) =
∑
|k|≤K

Mk exp (i〈k, θ〉)

and that ν ∈ Rd is irrational. Assume, moreover, that there exists a unique |k∗| = K such that
Mk = 0 if |ki| ≥ |k∗i | for some i (unless k = ±k∗). Then the upper Lyapunov exponent satisfies
the following lower bound

β+(M, ν) ≥ log (max (rspec (Mk∗), rspec (M−k∗))) ,

where rspec is the spectral radius of a matrix in the given norm of GL(n,C).

In particular, this theorem does not apply to analytic but not trigonometric linear skew-product
discrete flows. Hence it can not be applied to linear skew-product flows coming from differential
equations. The proof is a simple application of the following theorem

Theorem 4.1.10 ([39]) Let

Dd
h =

{
(z1, . . . , zd) ∈ Cd; |zi| ≤ r, i = 1, . . . , d

}
be a polydisc around 0 ∈ Cd for some positive h > 0 and

T dh =
{

(z1, . . . , zd) ∈ Cd; |zi| = r, i = 1, . . . , d
}

the corresponding polycircle (which is diffeomorphic to Td). Assume that the map f : Dd
h → Dd

h

satisfies the following conditions

(i) f is holomorphic in a neighbourhood of Dd
h.

(ii) f(Dd
h) ⊂ Dd

h and f(T dh ) ⊂ T dh .

(iii) f(0) = 0.

(iv) f leaves invariant the Haar measure defined on T dh .

Assume, moreover, that A is a holomorphic matrix function from a neighbourhood of Dd
h to L(n,C),

and let ‖ · ‖ be some norm. Consider the skew-product semi-flow given on L(n,C)× T dh by

(Zr+1, zr+1) = (A(zr)Zr, f(zr)) , r ≥ 0

and the corresponding upper Lyapunov exponent

β+(A, f) = lim sup
r→+∞

∫
z∈T dh

log
∥∥A (f r−1(z)

)
· . . . · A(f(z)) · A(z)

∥∥ dz.
Then

β+(A, f) ≥ log (A(0)) .

More results on non-uniformly hyperbolic cocyles in SL(2,R) were obtained by L.S. Young
([86] and [87]). The following theorems imply this non-uniform hyperbolicity in some cases. The
first one refers to the positiveness on the Lyapunov exponent:
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Theorem 4.1.11 ([86]) Let α ∈ [0, 1] be a Brjuno number, which means that its continued frac-
tion expansion (qn)n≥1 satisfies that ∑ log qn+1

qn
<∞

and let (As)s∈[0,1] be a one parameter family of maps from T
1 to SL(2,R). Let, for θ ∈ T1,

Ās(θ) : P1 → P
1 be the projectivization of As(θ) ∈ SL(2,R) and β(θ, s) = Ās(θ)

−1(π/2). Assume
that the following transversality conditions hold

• The map θ 7→ (θ, β(θ, s)) is transversal to {θ = 0}.

• (∂β/∂s)/(∂β/∂θ) takes distinct values at different points in β(·, s)−1(0).

For ε0 > 0, let ∆(λ) be the set of those s ∈ [0, 1] such that the cocycle on T1 × SL(2,T) given by(
2πα, diag(λ, λ−1) ◦ As

)
has an exponent which is strictly greater that (1− ε0) log λ.

Then meas Leb(∆(λ))→ 1 as λ→∞.

To prove non-uniform hyperbolicity, one must show that there is some kind of elliptic behaviour.
In Young’s paper the following notion is used. We shall say that a cocyle (2πα,A) of T1×SL(2,R)
has elliptic periodic orbits if α is rational of the form p/q and there is an interval J ⊂ [0, 2π] such
that for every ρ ∈ J there is a θ ∈ T1 for which the matrix

A(2π
p(q − 1)

q
+ θ) · . . . · A(2π

p

q
+ θ) · A(θ)

has eigenvalues e±2πiρ.
The key for proving non-uniform hyperbolicity is the following theorem, which, under some

hypothesis asserts the existence of cocycles with elliptic periodic orbits

Theorem 4.1.12 ([86]) Let (As)s satisfy the hypothesis of (4.1.11) and α ∈ [0, 1]. Assume that,
for some (θ, s), β(θ, s) = 0. Let Γ(λ) be the set of (α, s) ∈ [0, 1] × [0, 1] for which the cocycle on
T

1 × SL(2,T) given by (
2πα, diag(λ, λ−1) ◦ As

)
has elliptic periodic orbits. Then meas Leb(Γ(λ))→ 1 as λ→∞.

These two theorems can be used in combination to show non-uniform hyperbolicity since, if
β(θ) = 0 for some θ, the cocycle (2πα, diag(λ, λ−1) ◦ As) cannot be uniformly hyperbolic if λ
belongs to ∆(λ) and λ is large enough.

Another mechanism for the non-reducibility of a certain skew-product system is the ergodicity
of the flow on G×Td, since this ergodicity is incompatible with reducibility (for examples of this
in the compact context see section 4.2.4). For linear differential equations, one has the following
theorem, due to M. G. Nerurkar

Theorem 4.1.13 ([66]) Let ω ∈ Rd be a Liouville frequency vector. Then the set{
XA ∈ B̄∞R (Td, 2πω,G) such that (X ′A, θ

′) = (A(θ)XA, 2πω) is recurrent and proximal
}

is residual in B̄∞
R

(Td, 2πω,G) (the adherence of B∞
R

(Td, 2πω,G) in Z∞
R

(Td, 2πω,G) ).

108



4.2 Reducibility in compact groups

This section is devoted to the results obtained by R. Krikorian in [55], [56] and [54] on the reducibil-
ity of linear equations with quasi-periodic coefficients which take values on compact groups. Our
attention will focus on the case of SO(3) for which, together with SU(2), there is a fairly complete
picture of the amount of reducible and non-reducible systems close to constant coefficients.

The techniques used in this section are very wide. KAM results on reducibility like in the previ-
ous section proving reducibility for most values of one-parameter families of linear equations with
quasi-periodic coefficients, together with the exponential estimates on the measure of the reducible
systems are needed. Moreover Eliasson’s techniques for handling resonances in Schrödinger equa-
tion with quasi-periodic forcing (the use of exponential transformations instead of transformations
close to the identity), as well as other covering transformations are used in a systematic way to
eliminate resonances. As it happened in the Schrödinger equation (see section 3.4.2), to enlarge
the set of transformations we must pay a price, which is the loss of regularity of the dependence
of the eigenvalues with respect to the parameter. In Krikorian’s work, the control is done using
the notion of Pyartli transversality, which will be discussed below.

These results on almost everywhere reducibility of quasi-periodic equations of compact groups
must be contrasted with the density, in SO(3,R) and close to constant coefficients, of skew-product
systems which are uniquely ergodic (it has only one ergodic invariant measure), as was proved
by Eliasson in [24]. In particular, the system cannot be reducible, because reducibility would
imply a certain foliation of the phase space which is incompatible with unique ergodicity. In the
non-compact example of Schrödinger equation with quasi-periodic potential, we already saw that,
in the analytic setting and close to constant coefficients, there was a dense set of non-reducible
systems and a set with total measure of reducible ones. This situation seems to be quite general
(see [26], [27], [28]).

4.2.1 Set up

In this section we will focus on the following linear skew-product flow defined on G× Td,

X ′(t) = A(θ)X(t), θ′ = ω, (4.17)

where G is a (finite-dimensional) Lie group with Lie algebra g (later on we shall specify more
conditions on this group). The matrix A defining equation (4.17) will lie in the Lie algebra g,
whereas the fundamental matrix X(t;φ) (which will be assumed to satisfy X(0;φ) = Id with
initial phase φ) will lie in the Lie group G. The dependence on θ will be assumed to be analytic
in a certain complex strip of the torus Td (some results for C∞-systems can be found in [55] but
we will not treat this case).

We first review some facts on compact Lie groups that will be necessary to state the results
on almost everywhere reducibility.

Some theory of compact Lie groups

Let now G be a real Lie group, which will be assumed connected (later on we will assume that it
is also compact), and let us denote by g its Lie algebra. The Lie bracket will be denoted by [·, ·],
and it is defined for pairs of elements in g. Through this bracket, and for every X ∈ g we can
define a map

ad(X) · Y = [X, Y ], Y ∈ g,
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which is a differentiation on the Lie algebra g. Now, using the fact that G is infinitesimally
generated by g, we can define the corresponding operation for the Lie group G. Indeed, for all
u ∈ G we can define the operation

Ad(u) ·X,

for all X ∈ g, as the tangent vector at the identity of the following path

uγ(t)u−1,

where γ is any path in G with the conditions

γ(0) = Id and γ′(0) = X.

We denote, for all u, v ∈ G,
Ad(u) · v = uvu−1.

We can now define the Cartan-Killing form κ as the following bilinear form on the Lie algebra g,

κ(X, Y ) = tr(ad(X) ◦ ad(Y )),

where tr is the trace of a linear operator.

Example 4.2.1 ([71]) If g = gl(n,R) (for which the Lie group G = GL(n,R) is not compact),
the Lie algebra of all square matrices of dimension n, then the explicit formula for the Cartan-
Killing form is

κ(X,Y ) = 2ntr(XY )− 2tr(X) · tr(Y ), X, Y ∈ gl(n,R).

Moreover, we also obtain expressions for sl(n,R),

κ(X, Y ) = 2ntr(XY ), X, Y ∈ sl(n,R),

and for so(n,R)
κ(X, Y ) = (n− 1)tr(XY ), X, Y ∈ so(n,R).

Depending on the properties of the bilinear form κ we can give the following definitions

Definition 4.2.2 A Lie algebra g is said to be semi-simple if the Cartan-Killing form κ is non-
degenerate, and it is said to be compact if κ is negative.

Remark 4.2.3 The Lie group G of a semi-simple Lie algebra g is compact if, and only if, the
algebra g is compact. In this case, the exponential map exp : g → G is surjective (this does not
happen, for instance, if G = SL(2,R)).

From now on we shall assume that G is a compact semi-simple group. We now give a funda-
mental definition in what will follow

Definition 4.2.4 We shall say that T ⊂ G is a maximal torus whenever it is a subgroup of G
which is compact, Abelian, connected and maximal with respect to the inclusion in G.
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Maximal tori are isomorphic to a torus Td, for a suitable d ∈ N depending on the maximal
torus that we are considering. The Lie algebra T ⊂ g of a maximal torus T ⊂ G is an Abelian Lie
sub-algebra which is maximal for the inclusion in g. Conversely, every Abelian Lie sub-algebra
which is maximal, T ⊂ g, is the Lie algebra of a maximal torus T ⊂ G. We shall call maximal
toric sub-algebras these sub-algebras.

There are many properties which can help to describe compact Lie algebras and which will be
of interest in the sequel. We have already said that for these algebras, the exponential map from
g to G is surjective. Moreover, we have also Ascoli’s-Arzelà theorem: If G is a compact group,
every equi-continuous family of Diffα(Td, G) is relatively compact in Diffα(Td, G).

The following theorem will be of importance in the description of maximal tori in compact
semi-simple groups

Theorem 4.2.5 ([55]) Let G be a compact semi-simple group, and let g be its Lie algebra. Then
the following is true

(i) At every point of u ∈ G (resp. X ∈ g) there is at least a maximal torus (resp. a maximal
toric sub-algebra).

(ii) If T and T ′ (resp. T and T ′) are two maximal tori of G (resp. two maximal toric sub-
algebras of g), there exists an element x ∈ G which conjugates T and T ′ (resp. T and T ′).
That is,

T ′ = x · T · x−1, (resp. T ′ = Ad(x) · T ).

(iii) The center of a maximal torus T , i.e.

C(T ) = {x ∈ G; xy = yx for all y ∈ T}

is T .

(iv) If N(T ) is the normalizator of a maximal torus T ,

N(T ) = {x ∈ G; Ad(x) · T ⊂ T} ,

then T is distinguished in N(T ) and the group WT = N(T )/T has finite cardinal. All groups
WT of this kind are isomorphic, and this group is called the Weyl’s group of G.

Let T be a maximal torus of a compact semi-simple connected group G and T its corresponding
maximal toric Lie sub-algebra. For every element H ∈ T , ad(H) ∈ gl(g) is an antisymmetric
endomorphism of gl(g). On the other hand, as T is a maximal toric sub-algebra, it is Abelian and
hence, all elements ad(H), with H ∈ T , commute. This altogether implies that these ad(H) can
be simultaneously diagonalized on C (see [55] and [71]). We then have the following

Theorem 4.2.6 ([55]) In the above situation, there exists a set ∆ of non-zero real linear forms α
on T which can be written as ∆ = ∆̃∪ (−∆̃) (hence they are invariant by the operation α 7→ −α)
and elements Xα ∈ g such that

(i) g = ⊕α∈∆̃ (RXα ⊕ RX−α).

(ii) For all H ∈ T and α ∈ ∆
ad(H) ·Xα = iα(H)X−α.
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The elements α are called the roots of g with respect to T . An element X ∈ g it is said to be
regular if for all α ∈ ∆, α(X) 6= 0 (this means that eX is contained in only one maximal torus),
and it is said to be generic if the adherence of the orbit(

etX
)
t∈R

is equal to the exponential of the maximal toric algebra, eT . The cardinal of ∆ will be denoted
by q̃.

Reducibility in the Lie group setting

Following the ideas from the previous sections and chapters, it is natural to look for a Floquet
representation of X

X(t) = Z(ω1t+ φ1, . . . , ωd + φd)e
Bt, (4.18)

where B ∈ g is the Floquet matrix, and Z ∈ Ca(Td;G) is a non-singular analytic transformation.
As usual, when such a representation exists we shall say that the system (4.17) is reducible. The
existence of a Floquet representation is equivalent to the following homological equation

A(θ) = (∂ωZ) (θ)Z(θ)−1 + Ad(Z(θ))B, θ ∈ Td, (4.19)

where, again,
∂ω· = 〈Dθ·, ω〉

and, according to the definitions in the previous section

Ad(Z)B = Z ·B · Z−1.

We will focus on linear equations on compact semi-simple Lie groups which are of the form
a time-free matrix plus a (small) perturbation. More precisely and according to the notation in
(4.17) we will assume that

A(θ) = λA0 + F (θ),

where A0 is independent of θ and F : Td → g is analytic on a strip of the torus.
Now we can state the main theorem for compact semi-simple groups, due to R. Krikorian:

Theorem 4.2.7 ([56]) Let γ, σ, ρ > 0 and Λ ⊂ R an interval such that the following conditions
hold:

(i) The frequency vector ω satisfies the Diophantine condition DC(γ, σ): for all k ∈ Zd, k 6= 0,

|〈k, ω〉| ≥ γ−1

|k|σ
.

(ii) The function F : Td → g is analytic in the complex strip |Im θ| < ρ.

(iii) A0 ∈ g is a generic element (see the definition above).
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Then, there exists ε0 = ε0(Λ, A0, ω, ρ) such that, if |F |ρ ≤ ε0, then for almost every λ ∈ Λ, the
skew-product flow

X ′(t) = (λA0 + F (θ))X(t), θ′ = ω

is reducible modulus a χG-finite covering, where χG is an integer depending only on the group G.
That is, for almost every λ ∈ Λ there exist Zλ ∈ Ca

(
(R/(2πχGZ))d, G

)
and Bλ ∈ g such that

∂ωZλ(θ) · Zλ(θ)−1 + Ad(Zλ(θ)) · (λA0 + F (θ)) = Bλ, (4.20)

for all θ ∈ Td, and Bλ does not depend on time. Moreover, if G is a unitary special group
SU(w + 1), then χG = 1.

Remark 4.2.8 Compare with theorems 3.4.4 and 4.1.4.

What does all this mean in SO(3,R) ?

When sketching the proof of theorem 4.2.7, we will focus on the case G = SO(3,R). Here we plan
to particularize the definitions and results that we have just given in this particular case. This
will (hopefully) make the later discussion clearer. We follow [55].

The group SO(3,R) is the group of all orthogonal transformations of R3 which have determi-
nant one. Its corresponding Lie algebra, so(3,R) is the algebra of all real antisymmetric matrices
(hence with trace zero). If we denote by J1, J2, J3 the following matrices

J1 =

 0 1 0
−1 0 0
0 0 0

 , J2 =

 0 0 0
0 0 1
0 −1 0

 , J3 =

 0 0 1
0 0 0
−1 0 0


then (J1, J2, J3) is a basis of so(3,R), and for the Lie bracket the following relation holds

[J1, J2] = J3, (4.21)

together with the other two circular permutations of indices 1, 2, 3. Using this basis, we can easily
express the image of X ∈ so(3,R) under the linear map ad(A) for any A ∈ so(3,R). Indeed,
assume that e, f ∈ R3 are such that

A = e1J1 + e2J2 + e3J3 and X = f1J1 + f2J2 + f3J3.

Then using property (4.21) it follows that

ad(A)X = [A,X] =

∣∣∣∣ e2 f2

e3 f3

∣∣∣∣ J1 −
∣∣∣∣ e1 f1

e3 f3

∣∣∣∣ J2 +

∣∣∣∣ e1 f1

e2 f2

∣∣∣∣ J3

so ad(A)X is expressed by means of the components of e ∧ f in terms of the basis J. We can
make this fact more precise by giving an identification of (so(3,R), [·, ·]) with R3, together with
the exterior product ∧. Indeed, consider the map

ρ : (so(3,R), [·, ·])→ (R3,∧)

which sends the basis (J1, J2, J3) to the canonical basis of R3. The computation above shows that

ρ([X,Y ]) = ρ(X) ∧ ρ(Y )
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Maximal toric 
sub−algebra in so(3,R)

Elements of so(3,R)
with equal roots

Figure 4.2: Sketch of some elements in so(3,R).

and that
ρ ◦ Ad(eX) ◦ ρ−1 = Rot(ρ(X)),

where Rot(u) is the rotation in R3 given by the axis u/|u| and the angle |u| modulus 2π if u 6= 0
and the identity if u = 0.

From this we conclude that the eigenvalues of ad(A) as a linear map in so(3,R), for an element
A of so(3,R), are 0 and ±iα, where α is precisely |ρ(A)| (the norm being the usual Euclidean
norm on R3). Note that if the non-zero roots of A (the non-zero eigenvalues of ad(A)) are ±iα,
then the non-zero eigenvalues of A are precisely ±iα/2 (check this for the basis).

Recall that a maximal torus on SO(3,R) is a maximal Abelian subgroup of SO(3,R). From
the computation of some Lie brackets, it follows, that the maximal tori are of the form eRA, with
A ∈ so(3,R) and hence maximal toric algebras are of the form RA, with A ∈ so(3,R). The
condition of genericity for an element A ∈ so(3,R) is simply A 6= 0.

Moreover, and by the above description, it is clear that any two tori are conjugated by an
element of SO(3,R), so we can skip the reference to a particular torus when referring to the roots
of an element of so(3,R). Recall that we saw, by means of a computation, that the Cartan-Killing
form on so(3,R) was

κ(A,B) = tr(ad(A)ad(B)) = 2tr(AB),

for all A,B ∈ so(3,R). Note that this form is negative and non-degenerate, and it can be used to
define the following norm on so(3,R):

|A| = 1√
2

(−κ(A,A))1/2 ,

which is equal to |α|, whenever ±iα are the non-zero eigenvalues of ad(A) (which in this case are
the roots of A). If we think in the representation of so(3,R) as R3, then all the elements A of
so(3,R) with α(A) =constant are the spheres of R3 with radius α(A). See figure 4.2 for a picture
of these facts.
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We have now given the necessary elements to state theorem 4.2.7 for the particular setting of
SO(3,R)

Theorem 4.2.9 ([55]) Let γ, σ, ρ > 0 and Λ ⊂ R a non-trivial and bounded interval such that
the following conditions hold:

(i) The frequency vector ω satisfies the Diophantine condition DC(γ, σ): for all k ∈ Zd, k 6= 0,

|〈k, ω〉| ≥ γ−1

|k|σ
.

(ii) The function F : Td → so(3,R) is analytic in the complex strip |Im θ| < ρ.

(iii) A ∈ so(3,R) is different from zero.

Then, there exists ε0 = ε0(Λ, A, ω, ρ) such that if |F |ρ ≤ ε0, then for almost every λ ∈ Λ, the
skew-product flow

X ′(t) = (λA+ F (θ))X(t), θ′ = ω

is reducible. That is, for almost every λ ∈ Λ there exist Zλ ∈ Ca(Td, SO(3,R)) and Bλ ∈ so(3,R)
such that

∂ωZλ(θ) · Zλ(θ)−1 + Ad(Zλ(θ)) · (λA+ F (θ)) = Bλ, (4.22)

for all θ ∈ Td, and Bλ does not depend on time.

Remark 4.2.10 The perturbation F may depend also on the parameter λ in a real analytic way
and the result is still true (see [55]). In fact, the proof is based on an infinite sequence of trans-
formations in which, after the first step, the perturbation term will also depend on λ.

4.2.2 Sketch of proof in the case of SO(3, R)

As it is stated in the theorem, we must solve the homological equation (4.22) in order to render
equation (4.17) to constant coefficients. The proof consists in the following steps:

• First of all, a theorem similar to (4.1.4) is used to prove reducibility by means of transfor-
mations close to the identity for a set of λ of positive measure. Moreover, as λ is closer to
zero (say less than a certain constant λ0), the measure of the reducible λ’s is exponentially
small in λ0.

• To prove the above result some resonance regions have been let aside. In the second step
methodology is given to skip these resonances by enlarging the class of transformations (not
close to the identity). The technique has the problem that the dependence of the roots of
the unperturbed matrices on the parameter λ (which give rise to small divisor problems in
solving homological equations ) becomes very bad.

• To control the dependence on the parameter λ it is used the notion of Pyartli transversality
together with some useful results for the present framework.

• Finally, using Pyartli transversality, it is proved that the inductive procedure described in
the second item is convergent.

We will give more details on the above program in the following sections.

115



Results of positive measure

Here we will only present the setting necessary for the sequel, because results of this type have
already been discussed in section 4.1.

Assume that ω ∈ DC(γ, σ) and h1 = h > 0 are fixed and that A1 ∈ so(3,R) and F1 ∈
Ca
h1

(Td, so(3,R)) are such that
|F1|h1 < ε1,

with ε1 small enough.
If N,K are real positive numbers (think of them as large numbers), and P ≥ 1 is an integer,

we define the set

DS(N,K, P ) =

{
α ∈ R, |α− 〈k, ω〉

P
| ≥ K−1, for all 0 < |k| ≤ N

}
,

and we also define the set RS(N,K, P ) as its complementary in R. When P = 1, we will denote
these sets by DS(N,K) and RS(N,K) respectively. Note that, if τ > σ is fixed, then we can
define the classical set of points satisfying the Diophantine condition

DCτ (N,K) =

{
α ∈ R, |α− 〈k, ω〉| ≥ K−1

|k|τ
, for all 0 < |k| ≤ N

}
,

and the inclusions
DS(N,K) ⊂ DCτ (N,K) ⊂ DS(N,KN τ )

hold. The sets DS(N,K, P ) and RS(N,K, P ) are, respectively, the sets of Diophantine and nearly
resonant real numbers up to order N . Moreover, if K is chosen large enough (of the order of a
power of N for a fixed N), and if α ∈ RS(N,K), there exists a unique 0 < |k0| ≤ N such that

|α− 〈k0, ω〉| ≤ K−1|k0|−τ ≤ K−1.

The reason why these Diophantine and nearly resonant sets actually describe the resonances for
our small divisors problem will become clear in a moment.

For the KAM result of reducibility in positive measure we will introduce sequences Nr and Kr

going to infinity (we will choose Nr = constant · 22r and Kr = constant ·N ν
r , with ν positive and

fixed).
To see where the resonance problem comes from let’s proceed a bit further with the proof. We

now want to conjugate A1 +F1 = A+F to A2 +F2 so that F2 is much smaller than F1 by means
of a transformation Z = eY ∈ SO(3,R) which is close to the identity. The homological equation
is, therefore,

∂ωe
Y e−Y + Ad(eY )(A1 + F1) = A2 + F2, (4.23)

but, as customary, we do not want to solve the whole homological equation, but rather its linear
part with respect to Y (i.e. we will apply Newton’s quadratic method). The linear homological
equation is thus

−∂ωY + ad(A1)Y = TN1F1 − F̂1(0), (4.24)

where TNF denotes the truncation of the Fourier series of F up to order N and F̂ (k) the Fourier
coefficients of F , for k ∈ Zd. Therefore, solving the linear homological equation implies that

A2 = A1 + F̂1(0)
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as it is customary in averaging methods. It is clear now how the resonances of the roots of A (the
eigenvalues of the adjoint operator ad(A)) can give rise to small divisor problems in solving the
linear equation (4.24).

Finally, to prove the result on reducibility in positive measure it is necessary to impose a
generic condition like

|∂λα(A1(λ))| ≥ χ1 > 0, for all α ∈ ∆,

(for a similar condition in this context, see [51]). In our case and since A1(λ) = λA, this condition
is satisfied as long as A 6= 0. Now, it is clear that, to obtain a reducibility result for almost every
value of λ we must know how to treat the case when, at the r-th step, Ar is in the resonant set
RS(Nr, Kr). This is the content of the following section.

Resonances and how to avoid them

Assume that we find a resonance at the r-th step; that is, let αr = |Ar| be the root of Ar (in this
case, we can consider only one root), and assume that it is close to a certain resonance 〈k0, ω〉 (in
the above notations, αr ∈ RS(Nr, Kr)). Then we can conjugate (far from the identity) Ar + Fr
to Ãr + F̃r through the transformation

Z̃r(θ) = exp

(
−〈k0, ω〉

Ar
|Ar|

)
.

By means of this transformation F̃r is of the same order as Fr and the new time-free matrix is

Ãr = Ar − 〈k0, θ〉
Ar
|Ar|

,

for which now
α(Ãr) = α(Ar)− 〈k0, ω〉,

similar to the exponential transformations that we saw in the section devoted to Eliasson’s results
on reducibility 3.4.2. Therefore, after the transformation, Ãr 6∈ RS(Nr, Kr) (k0 was the only
resonant value of order less than Nr).

Therefore, whenever we find a resonance we apply the previous transformation and we get a
conjugation given by

Gr(θ) = eỸr−1(θ)Z̃r−1(θ) · . . . · eỸ1(θ)Z̃1(θ).

As the transformations Z̃ are far from the identity, the convergence is unsure unless we can show
that we only have to remove a finite number of resonances. In [29], Eliasson was able to prove the
convergence of the above scheme showing that, whenever the rotation number is either Diophantine
or rational with respect to the half frequency module (see lemma 3.4.9 from the previous chapter),
and always in the close-to-constant-coefficients case, we only have to remove a finite number of
resonances in the case of Schrödinger’s equation with quasi-periodic potential. That the rotation
number was defined, together with its relation with the spectral properties of the operator was
essential, because, the role of our parameter could be played by the rotation number.

We are going to see that it is not possible to keep a good dependence on the parameter λ
after the passage close to a resonance. To make the discussion easier, we are going to assume
that, for λ ∈ (−δ0, δ0), A1(λ) is resonant and that after removing the resonance, Ã1(λ) is of the
form Ã1(λ) = λv, with v ∈ so(3,R) ' R3 and norm one. Assume also that F̃1(λ) is a constant
w ∈ so(3,R) ' R

3, and that it is chosen to be orthogonal to v and with small norm, say η.
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Family A2(l)

Vector  F1(l)
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Sphere with
radius |w|

Figure 4.3: Illustration of the loss of smooth dependence of the roots on the
parameter λ after removing a resonance in the so(3,R) case. See text for details.

Then we have that |Ã1(λ)| = λ, that is, that the dependence of |Ã1(λ)| with respect to λ is good.
However, note that, performing the subsequent averaging step, we have

|A2(λ)| = |Ã1(λ) + ˆ̃F 1(0, λ)| = |λv + w| =
√
λ2 + η2 = η +

λ2

2η
+ o

(
λ2

2η

)
.

That is, the derivative of |A2(λ)| with respect to λ vanishes at first order. It can be shown
in the same way that if, after the construction of Ar+1, we have removed r resonances, then the
derivative of |Ar+1(λ)| with respect to λ might vanish at order 2r − 1. The dependence of the
roots with respect to λ might therefore become very bad. Geometrically, this means that Ar+1(λ)
might have a contact of order 2r − 1 with the spheres of constant radius in so(3,R) = R3, that is,
the hyper-surfaces with α =constant. See figure 4.3 for an illustration of this phenomenon.

Therefore, we must use a more general notion of transversality so that this kind of situations
can be handled. This will be done by means of Pyartli transversality, which, was used by R.
Krikorian to treat, first the SO(3,R) case ([55]) and later on the general compact semi-simple
case ([56]). This will be the content of the following section.

Root dependence. Pyartli transversality

The idea of Pyartli transversality ([72]) is that the information lost on the derivatives of order
j ≤ s can be recovered looking carefully at the derivatives up to order 2s. We give the definition
and we refer to [55] and [72] for properties:

Definition 4.2.11 Let f : (a, b) ⊂ R → R be a function. We shall say that f is (C, c, s)-Pyartli
whenever it is of class Cs+1 and it satisfies that

max
1≤j≤s+1

|∂jt f(t)| ≤ C, max
1≤j≤s

|∂jt f(t)| > c.

As we will be working with orders of transversality which tend to infinity, we will need to
make hypothesis on the analyticity of f (Gevrey estimates would also work). These will be our
s-transversal functions ([55])
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Definition 4.2.12 Let f be a real analytic function defined in an interval (a, b). We shall say
that it is (M, δ, c, s)-transversal if

(i) f can be extended in a complex strip of width δ, Bδ = (a − δ, b + δ) + i(−δ, δ) and satisfies
that

sup
z∈Bδ
|f(z)| ≤M,

(ii) for all t ∈ (a− δ/2, b+ δ/2) ⊂ R:

max
1≤j≤s

|∂jt f(t)| > c > 0.

Remark 4.2.13 Using Cauchy inequalities for an analytic function it follows that a (M, δ, c, s)-
transversal function on (a, b) is (M(δ/2)−(s+1), c, s)-Pyartli on (a− δ/2, b+ δ/2).

The following result is essential in the control of the roots in the inductive scheme, and it deals
with the change of the transversality after small perturbations

Proposition 4.2.14 ([55]) Let T be a maximal torus of so(3,R) (i.e., a straight line passing
through the origin) and let γ : (a, b) → T be a (M, δ, c, s)-transversal function on (a, b). Let also
η(·) ∈ Ca

δη
([a, b], so(3,R)), (with 0 < δη ≤ δ ) such that

max
z∈Wδη

|η(z)| ≤ m,

being Wδη the complex fattening of [a, b]. Let also

µ(k) = min

(
1, max

0≤j≤k
sup

w∈Wδη/2

|∂jwη(w)|

)
,

(note that µ(k) ≤ m(δ/2)−k), and let 1 > ζ > 0. Assume that s ≥ 1, M ≥ 1, 0 < c < 1 and
0 < δ < 1. Then:

(i) If I is an interval on which |γ(t) + η(t)| > ζ > 0 for some ζ > 0, then |γ(s) + η(s)| is a
(M ′, δ′, c′, 2s)-transversal function on I, with

M ′ = M + 3m,

δ′ =
ζδη

16(M + 3m)2
and

c′ = 2−s
√
|(vM−1δ)5s3c4s − (6Mδ−1)2sµ(2s)|.

(ii) If m < (1/11)ζ and if I is an interval on which γ(t) > ζ > 0, then |γ + η| is a (M ′, δ′, c′, s)-
transversal function on I with

M ′ = M + 3m,

δ′ = min

(
ζδ

8M
, δη

)
and

c′ =
∣∣c− (2Mζ−1δ−1

η )5sm
∣∣ .
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The above proposition makes the assertion the passage through a resonance doubles the order
of transversality rigorous; we shall call this phenomenon the loss of transversality. Note that this
loss of transversality does not happen when the roots α(Ar) lie in the corresponding Diophantine
sets DS(Nr, Kr) at every step r.

If the estimates on transversality are to be useful, and as they depend strongly on the order
of transversality s, then it is necessary to show that sr (the order of transversality of λ 7→ |Ar(λ)|
at the r-th step) grows very slowly. That is, that the order of transversality doubles only very
seldom. The estimates on the occurrence of such transversality order doubling will be given in
the following section, together with the sketch of how these can be used in combination with the
reducibility on positive measure to prove almost everywhere reducibility.

From positive measure to total measure reducibility

The end of the proof goes as follows. At each step r of the recursion we will define a partition
Πr of the parameter interval Λ into qr sub-intervals (Λr,j)1≤j≤r. In the interior of each of these
sub-intervals, the original flow is conjugated to a new flow defined by Ar(λ) + Fr(λ, ·), being Fr
very small (it is of the form constant · exp(−(1 + β)r), with β > 0).

The technique for handling resonances, together with the notion of transversality leads to a
classification of the sub-intervals of the partition Πr into two classes, Πt

r (the t-ransversal sub-
partition) and Π0

r (the stand-by sub-partition, the reason for the name will become clearer in a
moment).

If an interval Λr,j belongs to the transversal partition Πt
r (we shall make this evident by writing

Λt
r,j)) then the map

Λt
r,j → R

λ 7→ |Ar(λ)|
is (Mr, δr, cr, sr)-transversal, where Mr = 4r−1M1, M1 fixed, δr (the width of the analyticity strip)
tends with r to a positive constant, cr is always greater than the norm of Fr on the strip of width
δr and sr, the order of the transversality, satisfies the estimate

sr ≤ constantk log(k) r, (4.25)

where k ≥ 1 is a fixed integer, constantk is a constant depending only on k and log(k) denotes the
k-th iterate of log as long as it makes sense. Therefore, we have that the order of transversality
grows very slowly and that in the intervals Λr,j we have useful information on the transversality
properties.

The stand-by intervals Λr,j belonging to the partition Π0
r, correspond to those intervals on which

we must remove a resonance at the r-th step. Therefore, the transversality condition (recall that
we are referring to the generalization of this notion given in the previous section), becomes worse,
but, it can be used, not to prove convergence of the method, but to just control the constants
involved in the method. Of course, as we want to prove convergence of the method, we can only
be in this sub-partition for a finite number of r’s; that is, it is showed that for almost every λ ∈ Λ,
with respect to the Lebesgue measure, there is an order r0 = r0(λ), such that if r ≥ r0(λ) then
λ ∈ Λt

r,jλ
. The almost everywhere reducibility comes from this last argument. For the proof, one

must consider at each step the four possible bifurcations, that may happen

(t→t): λ ∈ Λt
r ∩ Λt

r+1

(0→t): λ ∈ Λ0
r ∩ Λt

r+1

(t→0): λ ∈ Λt
r ∩ Λ0

r+1
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Figure 4.4: Sketch of a possible path of a value of λ showing when it belongs to
the partition Πt

r or Π0
r . The order r is the number of arrows. In this case, the

value of λ is always in Πt
r for r ≥ 13. A behaviour of this type (paths which are

bounded above) happens for almost every value of Λ.

(0→0): λ ∈ Λ0
r ∩ Λ0

r+1

as it is shown in figure 4.4.
This is, obviously, just a short sketch of the proof, which is quite technical. For the complete

arguments and a proper exposition we refer, again, to Krikorian’s monographs [55] and [56].

4.2.3 Remarks on the general compact case

The proof of the reducibility result for the general compact semi-simple case (theorem 4.2.7) can
be found in Krikorian’s work [56] and requires some adaption from the proof in the SO(3,R)
setting.

One of the problems that are found comparing to the former case is that, apart from resonances
of the roots of A with the external frequencies, we have resonances between the different roots of
A, which are difficult to control. In general, given a certain maximal torus TA passing through
A for which we assume that there are resonances between its roots, it is not always possible
to find a Z̃ ∈ Ca(Td, TA) which conjugates A1 to a Diophantine Ã1. However, one can define
a transformation Z̃ ∈ Ca(Rd, TA) with the desired properties but (2πPZ)d-periodic instead of
(2πZ)d-periodic (being P an integer greater than one).

As there are many roots of the elements A(λ) ∈ G, it is necessary to introduce a notion for
the transversality of set of roots Σ(λ) , and to study the separation of these roots depending on
the parameter λ ∈ Λ. According to this separation criterion ([56]), the roots of A(λ) are split into
different piles Σj(λ) (from the French amas). If the piles are separated at all steps of the process,
the transversality of these sets can be controlled and used to prove reducibility (as in the case of
SO(3,R)). In contrast to the SO(3,R) case, it can happen that two or more piles agglutinate

121



at a certain step (we shall call this root growth). It is however possible to show that this last
phenomenon happens only a finite number of times for almost every λ ∈ Λ, and that it is possible
to keep the control of transversality between the piles of roots in the meanwhile.

4.2.4 Two results on non-reducibility in compact groups

To end this chapter we present some results on non-reducibility for compact groups. They give
a glimpse of the fine structure of reducible and non-reducible zones close to constant coefficients
in the case of SO(3,R) and SU(2) (the group of special unitary transformations of C2). In the
light of results from the previous sections, these results on the density of non-reducibility apply
in those zones (of Lebesgue measure zero in generic one-parameter families) which were excluded
in the process for proving reducibility. Compare also with theorem 3.4.11 in the (non-compact)
case of SL(2,R).

The first of these results on non-reducibility is due to H. Eliasson, and refers to the case
SO(3,R)

Theorem 4.2.15 ([24]) Consider the following skew-product flow on SO(3,R)

X ′ = (A+ F (θ))X, θ′ = ω, (4.26)

where ω ∈ DC(γ, σ) and that F ∈ Ca
h(Td, so(3,R)). Then there exists a ε0 = ε0(d, σ,A, γ, h) such

that there is a residual Gδ-set in
|F |h ≤ ε0

for which the skew-product flow (4.26) is uniquely ergodic in SO(3,R)× Td.

In particular there is no reducibility, because for a reducible system in SO(3,R) there must
exist a foliation of SO(3,R)× Td in tori (typically of dimension d+ 1) and hence many invariant
measures. The proof uses the same technique for removing resonances that we used to prove
reducibility. Note that this kind of non-reducibility close to constant coefficients (3.4.11) was also
obtained as a by-product of reducibility theorems in the case of SL(2,R). This seems to be a quite
general situation.

The second result on non-reducibility refers to SU(2) and it is due to R. Krikorian. It focuses on
the time-discrete skew-product and proves a conjecture by M. Rychlik ([77]) on the skew-product

(X, θ) 7→ (A(θ)X, θ + ω), (4.27)

where (X, θ) ∈ SU(2) × T (therefore it covers the case of linear equations with quasi-periodic
coefficients in su(2) and two frequencies), ω ∈ T and A ∈ Ck(T, SU(2)). A skew-product like
(4.27) will be denoted by (A, ω), and the set of all skew-products of this kind, will be denoted
by SW k(T, SU(2)) and furnished with the Ck-topology. The result deals with the density of
non-reducible systems :

Theorem 4.2.16 ([54]) The set of systems (A, ω) ∈ SW 0(T1, SU(2)) which are not reducible is
dense (in the C0-topology).

This result should be compared with another one by the same author ([57]) in which the
global density of reducible systems (in the C∞ topology) is studied. The proof follows from the
two following theorems, the first one due to R. Krikorian
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Theorem 4.2.17 ([54]) For all (A, ω) ∈ SW 0(T, SU(2)) and ε > 0, there exists an element
(Ã, ω̃) ∈ SW∞(T, SU(2)), C∞-reducible and such that

|ω − ω̃|, |A− Ã|0 ≤ ε.

and the second one is due to M. Herman

Theorem 4.2.18 ([38]) If ω 6∈ Q the adherence in C∞-topology of the set Vω consisting of those
A ∈ C∞(T, SU(2)) such that (A, ω) is not reducible contains SU(2).
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[13] H.W. Broer and C. Simó. Hill’s equation with quasi-periodic forcing: resonance tongues,
instability pockets and global phenomena. Bol. Soc. Brasil. Mat. (N.S.), 29(2):253–293,
1998.

[14] R. Carmona and J. Lacroix. Spectral theory of random Schrödinger operators. Probability
and its Applications. Birkhäuser, 1990.
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178–190. Birkhäuser, Basel, 1998.

[27] L. H. Eliasson. Reducibility and point spectrum for linear quasi-periodic skew-products. In
Proceedings of the International Congress of Mathematicians, Vol. II (Berlin, 1998), number
Extra Vol. II, pages 779–787 (electronic), 1998.

[28] L. H. Eliasson. Almost reducibility of linear quasi-periodic systems. In Smooth ergodic theory
and its applications (Seattle, WA, 1999), pages 679–705. Amer. Math. Soc., Providence, RI,
2001.

[29] L.H. Eliasson. Floquet solutions for the one-dimensional quasi-periodic schrödinger equation.
Comm. Math. Phys., 146:447–482, 1992.

[30] A. Fedotov and F. Klopp. Anderson transitions for a family of almost periodic schrödinger
equations in the adiabatic case. Comm. Math. Phys., 227(1):1–92, 2002.

[31] A Fink. Almost periodic differential equations. Number 377 in Lecture Notes in Mathematics.
Springer, 1974.

125
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